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DISCLAIMER	
SoBigData	(654024)	 is	a	Research	and	Innovation	Action	(RIA)	funded	by	the	European	Commission	under	

the	Horizon	2020	research	and	innovation	programme.	

SoBigData	 proposes	 to	 create	 the	 Social	 Mining	 &	 Big	 Data	 Ecosystem:	 a	 research	 infrastructure	 (RI)	

providing	 an	 integrated	 ecosystem	 for	 ethic-sensitive	 scientific	 discoveries	 and	 advanced	 applications	 of	

social	data	mining	on	 the	various	dimensions	of	 social	 life,	as	 recorded	by	“big	data”.	Building	on	several	

established	 national	 infrastructures,	 SoBigData	 will	 open	 up	 new	 research	 avenues	 in	 multiple	 research	

fields,	including	mathematics,	ICT,	and	human,	social	and	economic	sciences,	by	enabling	easy	comparison,	

re-use	and	integration	of	state-of-the-art	big	social	data,	methods,	and	services,	into	new	research.	

This	 document	 contains	 information	on	 SoBigData	 core	 activities,	 findings	 and	outcomes	 and	 it	may	 also	

contain	 contributions	 from	 distinguished	 experts	 who	 contribute	 as	 SoBigData	 Board	 members.	 Any	

reference	 to	 content	 in	 this	 document	 should	 clearly	 indicate	 the	 authors,	 source,	 organisation	 and	

publication	date.	

The	 document	 has	 been	 produced	 with	 the	 funding	 of	 the	 European	 Commission.	 The	 content	 of	 this	

publication	 is	 the	 sole	 responsibility	 of	 the	 SoBigData	 Consortium	 and	 its	 experts,	 and	 it	 cannot	 be	

considered	to	reflect	the	views	of	the	European	Commission.	The	authors	of	this	document	have	taken	any	

available	 measure	 in	 order	 for	 its	 content	 to	 be	 accurate,	 consistent	 and	 lawful.	 However,	 neither	 the	

project	 consortium	 as	 a	 whole	 nor	 the	 individual	 partners	 that	 implicitly	 or	 explicitly	 participated	 the	

creation	 and	 publication	 of	 this	 document	 hold	 any	 sort	 of	 responsibility	 that	 might	 occur	 as	 a	 result	 of	

using	its	content.	

The	 European	 Union	 (EU)	 was	 established	 in	 accordance	 with	 the	 Treaty	 on	 the	 European	 Union	

(Maastricht).	 There	 are	 currently	 27	member	 states	 of	 the	 European	Union.	 It	 is	 based	 on	 the	 European	

Communities	and	the	member	states’	cooperation	in	the	fields	of	Common	Foreign	and	Security	Policy	and	

Justice	and	Home	Affairs.	The	 five	main	 institutions	of	 the	European	Union	are	 the	European	Parliament,	

the	 Council	 of	 Ministers,	 the	 European	 Commission,	 the	 Court	 of	 Justice,	 and	 the	 Court	 of	 Auditors	

(http://europa.eu.int/).	

Copyright	©	The	SoBigData	Consortium	2015.	See	http://project.sobigdata.eu/	for	details	on	the	copyright	holders.	

For	more	 information	on	 the	project,	 its	 partners	 and	 contributors	please	 see	http://project.sobigdata.eu/.	 You	are	

permitted	to	copy	and	distribute	verbatim	copies	of	this	document	containing	this	copyright	notice,	but	modifying	this	

document	 is	not	allowed.	You	are	permitted	to	copy	this	document	 in	whole	or	 in	part	 into	other	documents	 if	you	

attach	the	following	reference	to	the	copied	elements:	“Copyright	©	The	SoBigData	Consortium	2015.”	

The	information	contained	in	this	document	represents	the	views	of	the	SoBigData	Consortium	as	of	the	date	they	are	

published.	The	SoBigData	Consortium	does	not	guarantee	that	any	information	contained	herein	is	error-free,	or	up	to	

date.	THE	SoBigData	CONSORTIUM	MAKES	NO	WARRANTIES,	EXPRESS,	IMPLIED,	OR	STATUTORY,	BY	PUBLISHING	THIS	

DOCUMENT.	
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GLOSSARY	
ABBREVIATION	 DEFINITION	

DPD	 Data	Protection	Directive	

GDPR	 General	Data	Protection	Regulation	

ECJ/CJEU	 European	Court	of	Justice	

EU	 European	Union	

EEA	 European	Economic	Area	

RI	 Research	Infrastructure	

RRI	 Research	and	Responsible	Innovation	

VSD	 Value-sensitive	design	
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DELIVERABLE	SUMMARY	
	

This	deliverable	contains	a	proposal	for	a	legal	and	ethical	framework	for	SoBigData.	It	contains,	on	the	one	

hand,	a	legal	part	which	relates	SoBigData	to	current	and	future	data	protection	laws.	On	the	other	hand,	it	

contains	an	ethical	part,	which	relates	the	project	of	SoBigData	to	fundamental	values.			

This	document	is	divided	into	three	major	sections:		

Section	1	specifies	the	purpose	of	this	document,	places	it	in	relation	to	the	overall	aims	of	SoBigData	and	

situates	it	in	relation	to	other	deliverables.		

Section	2	examines	the	legal	aspects	of	SoBigData.	It	examines	the	way	in	which	the	SoBigData-project	can	

smoothly	 operate	 within	 the	 boundaries	 of	 data	 protection	 law	 and	 more	 specifically	 European	 data	

protection	law.	A	central	topic	is	the	General	Data	Protection	Regulation	(GDPR),	which	will	come	into	force	

in	May	2018	and	will	have	major	 implications	for	the	manner	 in	which	SoBigData	will	be	able	to	operate.	

This	section	will	specify	the	meaning	of	important	legal	concepts	in	this	context	and	it	will	explain	how	the	

major	responsibilities	concerning	the	use	of	data	will	come	to	be	divided.	

Section	3	deals,	more	generally,	with	the	ethical	aspects	of	SoBigData.	Starting	from	the	idea	that	there	are	

ethical	 aspects	 of	 SoBigData	 that	 have	 not	 (yet)	 been	 codified	 into	 law,	 it	 provides	 an	 exposition	 of	 the	

fundamental	values	that	can	be	put	at	stake	in	big	data	operations.	Because	the	complexity	of	the	concept	

of	‘privacy’	makes	it	difficult	to	focus	on	in	this	context,	we	have	instead	decided	to	describe	data	ethics	in	

relation	to	a	set	of	various	ethical	issues	(harm,	justice,	inequality	etc.)	It	furthermore	provides	an	overview	

of	various	other	ethical	frameworks	and	contains	suggestions	for	designing	an	environment	in	which	these	

values	are	actually	put	into	effect.		
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EXECUTIVE	SUMMARY	
	

This	 deliverable	 considers	 the	 legal	 and	 ethical	 aspects	 of	 the	 SoBigData	 project.	 The	 SoBigData	

infrastructure	 is	 connected	 to	 the	 European	 Research	 Infrastructure	 for	 Big	 Data	 and	 Social	 Mining	 and	

accumulates	various	datasets	from	different	sources,	including	social	media	content	(like	tweets,	blogs,	etc),	

call	 graphs	 from	 mobile	 phone	 call	 data,	 networks	 crawled	 from	 many	 online	 social	 networks,	 including	

Facebook	and	Flickr,	etc.	This	mass	collection	of	data	raises	difficult	 legal	and	ethical	questions	about	the	

limitations	on	 the	 kind	of	 data	 collected,	 informed	 consent,	 division	of	 legal	 responsibilities	 and	possible	

harms	and	injustices	to	the	individuals	whose	information	is	being	collected.	

This	document	 contains	a	 legal	analysis	of	how	SoBigData	 can	be	 structured	 in	 such	a	way	as	 to	operate	

within	the	confines	of	the	current	data	protection	law,	but	also	with	a	focus	on	the	upcoming	General	Data	

Protection	Regulation	(GDPR)	and	an	ethical	analysis	of	the	fundamental	values	involved	in	data	mining.	The	

first	 section	defines	 legal	notions	such	as	 ‘personal	data’,	 ‘data	collector’	and	 ‘data	processor’	and	shows	

what	the	legal	responsibilities	of	various	parties	are.	The	second	section	contains	an	ethical	analysis	of	the	

concept	of	privacy,	shows	how	it	can	be	understood	 in	relation	to	a	variety	of	other	ethical	 issues	(harm,	

injustice,	 inequality),	 compares	 various	 other	 ethical	 frameworks	 and	 offers	 suggestions	 on	 how	 it	 is	

possible	to	bring	our	actions	in	alignment	with	the	various	values	in	play	in	data	ethics.			
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1 RELEVANCE	TO	SOBIGDATA	

1.1 PURPOSE	OF	THIS	DOCUMENT	

This	 document	 gives	 a	 first	 comprehensive	 overview	 of	 the	 legal	 and	 ethical	 framework	 for	 processing	

personal	data	within	the	SoBigData	infrastructure.	The	legal	and	ethical	requirements	for	the	processing	of	

personal	data	within	the	SoBigData	RI	will	be	outlined	and	an	overview	of	responsibilities	of	the	actors	with	

respect	to	the	respective	applicable	data	protection	framework	will	be	provided.	

The	European	data	protection	 law	will	 be	 the	 focus	of	 the	deliverable	as	 for	 the	development	phase	 the	

majority	 of	 the	 RI	 partners	 are	 established	 in	 the	 EU.	 From	 May	 2018	 the	 new	 General	 Data	 Protection	

Regulation	 (GDPR)	 shall	 apply	 replacing	 the	 Data	 Protection	 Directive	 (DPD)	 and	 its	 national	

implementations.	As	the	RI	will	start	to	operate	already	in	2016	both	legal	situations:	the	current	one	under	

the	DPD	and	the	future	one	under	the	GDPR	will	be	analyzed.			

Next	 to	 legal	 requirements	 ethical	 requirements	 are	 most	 important.	 Especially	 as	 the	 technical	

development	 is	 tremendously	 fast	 and	 the	 legal	 development	 can	barely	 keep	pace	 it	 is	 necessary	 to	 be	

aware	of	the	basic	and	underlying	morals	the	 law	attempts	to	express.	 In	these	 instances,	oftentimes	the	

word	 ‘privacy’	 is	 that	which	 first	comes	to	mind.	However,	due	to	the	complexity	of	 this	notion,	we	have	

instead	 decided	 to	 examine	 a	 range	 of	 other	 values	 which	 are	 at	 stake	 in	 data	 mining	 operations.	 We	

furthermore	analyze	other	ethical	frameworks,	such	as	those	proposed	by	the	OECD	and	other	institutions,	

and	offer	suggestions	as	to	how	these	can	be	improved.		

	

1.2 RELEVANCE	TO	PROJECT	OBJECTIVES	

The	parties	of	the	RI	infrastructure	will	be	able	with	this	deliverable	to	draw	an	overall	oversight	of	the	legal	

framework	within	which	they	have	to	operate.	They	are	nevertheless	responsible	to	check	with	their	legal	

department	the	compliance	of	their	actions	with	the	national	regulations	applicable	to	them.	This	applies	all	

the	more	to	the	Final	Users	of	the	RI	who	carry	full	responsibility	to	comply	with	applicable	data	protection	

regulations.	

Furthermore,	project	partners	will	also	be	informed	regarding	the	ethical	restraints	for	data	collection	and	

analysis.	They	will	develop	a	stronger	awareness	of	the	various	ways	in	which	data	collection	can	harm	the	

individuals	 and	 social	 groups	 and	 receive	 suggestions	 as	 to	 how	 these	 harms	 can	 be	 prevented	 without	

losing	the	potential	benefits	of	these	data	operations.	

	

1.3 SOBIGDATA	PROJECT	DESCRIPTION	

SoBigData	 serves	 the	 wide	 cross-disciplinary	 community	 of	 data	 scientists,	 i.e.,	 researchers	 studying	 all	

aspects	of	societal	complexity	from	a	data-	and	model-driven	perspective,	 including	data	and	text	miners,	

visual	 analytics	 researchers,	 socio-economic	 scientists,	 network	 scientists,	 political	 scientists,	 humanities	

researchers,	and	more.		
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The	SoBigData	RI	defines	two	ways	for	accessing	its	services:	

Online	access	offers	cutting-edge	services	for	big	data	and	social	mining	research.		

● The	Virtual	Access	is	realized	thanks	to	the	e-Infrastructure	which	offers	a	web	front-end	comprising	

of	 a	 catalogue	 of	 SoBigData	 resources	 (both	 data	 and	 services)	 and	 a	 set	 of	 SoBigData	 Virtual	

Research	Environments	(VREs)	dynamically	created	to	address	the	requirements	of	specific	research	

experiment	

○ Virtual	Research	Environments	 (VREs)	are	web-based	working	environments	equipped	with	a	

number	of	applications,	enabling	scientists	to	have	access	to	the	set	of	data,	services,	models	

and	algorithms	needed	to	perform	their	investigation	in	a	collaborative	way.		

		

● Transnational/	On-site	access	that	offers	world-leading	research	expertise	from	multiple	disciplines,	

as	well	as	big	data	computing	platforms,	big	social	data	 resources,	and	cutting-edge	computational	

methods.	 Transnational	 access	 is	 granted	 by	 seven	 national	 infrastructures.	 The	 access	 will	 be	

granted	through	project	calls	in	one	of	the	following	forms:	

○ Exploratory	projects	are	research	experiments	bound	to	multi-disciplinary	themes	specified	in	

the	calls	and	are	expected	to	target	data	scientists	from	multiple	disciplines,	and	address	the	

definition	of	needed	infrastructure	resources	and	knowledge	offered	by	specific	hosting	nodes	

○ Open	call,	blue-sky	projects	are	 targeted	at	 researchers	wishing	 to	explore	 the	 infrastructure	

for	their	own	research	topics.		

	

The	way	these	services	are	provided	depends	on	the	needs	of	the	Final	User.	In	Section	2.4.	Actors	and	Use	
Cases	 for	Virtual	 and	Transnational	Access,	we	 report	 a	 set	of	 use	 cases;	 starting	 from	 the	 simplest	one,	

where	 the	user	can	download	data	and/or	software,	 to	a	complex	one	when	both	software	and	data	are	

copied	 from	a	node	 to	another	of	 the	 infrastructure.	 It	 is	 important	 to	highlight,	 that	 the	envisaged	data	

processing	steps	will	be	in	compliance	with	ethical	and	legal	requirements.		

	

Currently,	 in	 our	 catalogue	 we	 have	 heterogeneous	 63	 datasets
1
,	 and	 more	 than	 70%	 contains	 personal	

data.	We	can	find	trajectory	data,	mobile	call	data,	twitter	data,	or	retail	data.	In	all	these	cases,	the	data	

sets	contain	personal	data.		

	

	

																																																													

1
	http://www.sobigdata.eu/private/ouhnr3inebchcerhncurhebcnhn8749892/datasets.	
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1.4 RELATION	TO	OTHER	WORKPACKAGES	

The	 legal	 and	 ethical	 framework	 of	 SoBigData	 relates	 to	 all	 workpackages	 related	 to	 the	 design	 of	 the	

SoBigData’s	 RI.	 In	 particular,	 3.5	 is	 of	 continuing	 importance	 in	 developing	 a	 technological	 and	

organisational	structure	in	which	the	legal	and	ethical	considerations	outlined	here	can	be	given	a	place.		

	

1.5 STRUCTURE	OF	THE	DOCUMENT	

The	rest	of	this	deliverable	is	organised	into	a	legal	and	an	ethical	part.	Section	2	contains	a	legal	analysis	of	

the	responsibilities	and	prohibitions	incurred	by	the	General	Data	Protection	Regulative.	Section	3	contains	

an	 ethical	 analysis	 of	 the	 values	 involved	 in	 data	 collection,	 a	 review	 of	 the	 hitherto	 offered	 ethical	

frameworks,	 suggestions	 for	 improvement	 and	 suggestions	 for	 putting	 ethics	 for	 data	 protection	 into	

practice.		
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2 DATA	PROTECTION	LAW	

2.1 INTRODUCTION	

The	data	processing	 steps	within	 the	SoBigData	 Infrastructure	shall	 run	as	automatically	and	smoothly	as	

possible.	Especially	with	regard	to	the	compliance	with	applicable	data	protection	regulations	this	may	not	

be	achieved	easily,	especially	as	SoBigData	wants	to	operate	worldwide	and	no	worldwide	harmonized	data	

protection	 legal	regime	exists.	Even	in	Europe	where	the	data	protection	regime	has	been	harmonized	by	

the	Data	Protection	Directive	national	peculiarities	in	the	national	laws	must	be	considered.	It	is	out	of	the	

scope	of	this	deliverable	to	elaborate	on	all	those	national	particularities.	The	approach	that	will	be	taken	in	

this	document	 is	to	achieve	a	general	overview	of	the	European	framework	set	up	by	the	DPD/GDPR	and	

wherever	 considered	 particularly	 valuable	 examples	 of	 national	 laws	 will	 be	 mentioned.	 One	 of	 the	 RI	

partners	providing	data	 is	the	Swiss	University	ETH	Zurich.	As	Switzerland	 is	not	a	Member	of	the	EU	and	

also	not	of	the	EEA-Area	the	elaborations	on	the	DPD	or	GDPR	do	not	apply	to	ETH	Zurich.	The	Swiss	partner	

must	consider	the	national	data	protection	law	applicable	to	him.	

In	 order	 to	 develop	 a	 data	 protection	 framework	 for	 SoBigData	 the	 data	 processing	 steps	 such	 as	 the	

transfer	 of	 the	 data	 between	 actors	 or	 the	 execution	 of	 the	 analysis	 of	 the	 data	 have	 been	 identified	 in	

order	 to	 highlight	 where	 personal	 data	 is	 being	 processed	 and	 who	 is	 carrying	 the	 associated	 legal	

obligations	e.g.	what	safeguards	need	to	be	taken	to	protect	the	personal	data.	

From	the	beginning	of	 the	RI	development	phase	WP	2	aims	 to	assist	 to	 incorporate	data	protection	 law	

requirements	into	the	RI.	A	concept	to	simplify	data	processing	steps	with	the	use	of	legally	relevant	meta	

data	 is	 an	 idea	 pursued.	 This	 concept,	 is	 still	 in	 its	 infancy,	 but	 will	 be	 introduced	 here.	 Further	

developments	will	be	presented	in	the	following	updates	of	this	deliverable.	

	

2.2 GENERAL	OVERVIEW	OF	THE	EUROPEAN	DATA	PROTECTION	FRAMEWORK	

There	are	a	number	of	national	and	international	legal	instruments	on	data	protection	in	Europe	that	have	

to	 be	 considered	 when	 it	 comes	 to	 the	 processing	 of	 personal	 data.	 For	 example	 under	 the	 European	

Convention	on	Human	Rights	 a	 right	 to	protection	 against	 the	 collection	 and	use	of	 personal	 data	 forms	

part	of	the	right	to	respect	for	private	and	family	 life,	home	and	correspondence.	The	Convention	for	the	

protection	of	 individuals	with	regard	to	the	automatic	processing	of	personal	data	(Convention	108)	deals	

explicitly	with	data	protection	and	has	been	ratified	by	all	EU	Member	States	and	also	the	EU	has	become	a	

party.	 The	 Charter	 of	 Fundamental	 Rights	 of	 the	 European	 Union	 not	 only	 guarantees	 the	 respect	 for	

private	and	family	life	(Art.	7),	but	also	establishes	the	right	to	data	protection	(Art.	8).	
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At	present,	 the	centerpiece	of	 the	European	regulatory	data	protection	 framework	 is	 the	Data	Protection	

Directive	95/46/EC
2
,which	concretises	the	fundamental	right	to	data	protection	set	out	in	Article	8	of	the	EU	

Charter.	The	Directive	is	most	relevant	for	the	data	protection	assessment	of	the	envisaged	data	processing	

within	 the	 SoBigData	 Infrastructure.	 Given	 the	 nature	 of	 a	 directive	 European	 Member	 States	 had	 to	

implement	it	into	their	national	legal	system.	Leaving	some	room	for	interpretations	differences	in	the	level	

of	data	protection	have	emerged	between	the	Member	States.	Those	have	been	evaluated	as	a	danger	to	

the	 free	 flow	 of	 personal	 data	 throughout	 the	 EU.
3
	 Additionally,	 challenges	 of	 the	 rapid	 technological	

environment	and	globalization	and	the	heavily	increasing	scale	of	collecting	and	sharing	personal	data	have	

led	 to	 the	need	of	a	more	coherent	and	stronger	data	protection	 framework	 in	 the	European	Union.	The	

European	legislator	enacted	in	spring	2016	a	new	legal	instrument	-	the	General	Data	Protection	Regulation	

which	 shall	 apply	 from	 25	 May	 2018.
4
	 This	 Regulation	 will	 be	 directly	 applicable	 in	 all	 Member	 States.	

Nevertheless	the	Regulation	also	provides	for	a	number	of	implementing	acts	by	the	Member	States.
5
	

The	 following	 subchapters	 will	 consider	 as	 a	 starting	 point	 the	 current	 legal	 situation	 referring	 to	 data	

protection	under	the	Data	Protection	Directive.	Where	 it	 is	deemed	valuable	national	peculiarities	will	be	

mentioned	as	well.	At	the	end	of	each	subchapter	changes	to	the	existing	legal	situation	by	the	GDPR	will	be	

discussed.	

General	 questions	 as	 the	 scope	 of	 application	 of	 European	 data	 protection	 regulations	 as	 well	 as	 the	

concept	 of	 data	 controller	 and	 data	 processor	 will	 be	 examined	 first.	 Secondly,	 the	 data	 protection	

principles	 will	 be	 elaborated	 on.	 Thereafter,	 actors	 and	 relevant	 use	 cases	 will	 be	 introduced	 and	 an	

assessment	 of	 the	 actor’s	 roles	 according	 to	 the	 applicable	 data	 protection	 norms	 will	 be	 proceeded.	

Following	this,	responsibilities	of	the	data	controller	will	be	shown	as	well	as	data	subject’s	rights	in	order	to	

supplement	the	overview	of	legal	conditions	under	which	the	RI	is	going	to	operate.	

	

2.3 THE	 LEGAL	 FRAMEWORK	 UNDER	 THE	 DATA	 PROTECTION	 DIRECTIVE	

(DPD)/GENERAL	DATA	PROTECTION	REGULATION	(GDPR)	

The	following	sections	will	handle	the	questions	under	which	circumstances	and	to	which	actor	of	the	RI	the	

data	protection	legal	regime	applies.	It	will	be	clarified	which	national	data	protection	law	is	applicable	and	

which	hurdles	set	up	by	data	protection	regulations	have	to	be	dealt	with.	

																																																													

2
	Directive	95/46/EC	of	the	European	Parliament	and	the	Council	of	24	October	1995	on	the	protection	of	individuals	

with	regard	to	the	processing	of	personal	data	and	on	the	free	movement	of	such	data.	

3
	 Recitals	 5-9	 of	 Regulation	 (EU)	 2016/679	 of	 the	 European	 Parliament	 and	 of	 the	 Council	 of	 27	 April	 2016	 on	 the	

protection	of	natural	persons	with	regard	to	the	processing	of	personal	data	and	on	the	free	movement	of	such	data,	

and	repealing	Directive	95/46/EC	(General	Data	Protection	Regulation).	

4
	Art.	99	(2)	General	Data	Protection	Regulation.	

5
	E.g.	Art.	89	(1)	General	Data	Protection	Regulation.	
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2.3.1 MATERIAL	SCOPE	

According	 to	 Art	 3	 (1)	 DPD	 the	 Directive	 applies	 to	 the	 processing	 of	 personal	 data	 wholly	 or	 partly	 by	

automatic	means.	Processing	types	of	personal	data	not	done	by	automatic	means	are	also	covered	if	they	

form	part	of	a	filing	system	or	are	intended	to	form	part	of	a	filing	system.	

There	are	explicit	exceptions	in	Art.	3	(2)	DPD	to	which	the	legal	regime	of	the	Directive	does	not	apply	such	

as	the	processing	of	personal	data	in	the	course	of	an	activity	which	falls	outside	the	scope	of	Community	

law	-	e.g.	processing	operations	concerning	public	security,	defence,	State	security	-	and	the	activities	of	the	

State	 in	 areas	 of	 criminal	 law.	 Processing	 of	 personal	 data	 by	 a	 natural	 person	 in	 the	 course	 of	 a	 purely	

personal	 or	 household	 activity	 is	 also	 not	 covered	 by	 the	 DPD.	 These	 exceptions	 however	 may	 have	 no	

significance	for	the	envisaged	big	data	and	social	mining	research	scenarios	the	RI	is	seeking	to	enable.	

	

2.3.1.1	PERSONAL	DATA	

Crucial	to	the	application	of	data	protection	regulations	is	the	presence	of	personal	data	which	is	going	to	

be	processed	(Art.	3	(2)	DPD).	If	data	is	not	be	a	regarded	as	personal	data	the	framework	set	up	by	the	DPD	

is	not	applicable.	This	is	why	as	a	first	step	it	must	be	considered	whether	the	data	is	personal	data	in	the	

sense	of	the	Directive.	This	is	a	challenging	task	which	is	caused	by	disputes	regarding	the	interpretation	of	

the	law	and	also	by	the	rapid	technological	development.	

The	Data	Protection	Directive	defines	in	Article	2	(a)	personal	data	as	

"any	 information	 relating	 to	 an	 identified	 or	 identifiable	 natural	 person	 ('data	 subject');	 an	 identifiable	

person	 is	 one	 who	 can	 be	 identified,	 directly	 or	 indirectly,	 in	 particular	 by	 reference	 to	 an	 identification	

number	or	to	one	or	more	factors	specific	to	his	physical,	physiological,	mental,	economic,	cultural	or	social	

identity."	

The	European	legislator	 intended	to	adopt	a	broad	notion	of	personal	data.	 It	should	therefore	always	be	

considered	 that	 the	objective	of	 the	 rules	 contained	 in	 the	Directive	 is	 to	protect	 the	 fundamental	 rights	

and	 freedoms	of	 individuals,	 in	particular	 their	 right	 to	privacy,	with	 regard	 to	 the	processing	of	personal	

data.
6
	 In	 the	 section	 on	 the	 ethical	 framework	 we	 will	 further	 discuss	 the	 moral	 ramifications	 of	 this	

definition	issue	and	provide	a	tractable	account	of	the	moral	reasons	for	data	protection.	In	the	following	

subsections	the	legal	aspects	are	in	focus.	

	

● WHEN	DOES	DATA	RELATE	TO	AN	INDIVIDUAL?	

																																																													

6
	Art.	29	Working	Party,	Opinion	4/2007	on	the	concept	of	personal	data,	p.	25.	
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According	 to	 the	 definition	 of	 personal	 data	 the	 data	must	 relate	 to	 an	 identified	 or	 identifiable	 person.	

Data	relates	to	an	individual	if	it	refers	to	the	identity,	characteristics	or	behavior	of	an	individual	or	if	such	

information	is	used	to	determine	or	influence	the	way	in	which	that	person	is	treated	or	evaluated”.
7
	This	

means	 that,	 for	 example,	 machine	 data	 can	 be	 related	 to	 an	 individual	 if	 it	 is	 used	 to	 evaluate	 the	

production	 output	 of	 the	 operator.	 This	 example	 shows	 that	 the	 purpose	 behind	 the	 processing	 can	 be	

responsible	for	the	fact	that	information	"relates"	to	a	certain	person.	Data	can	be	also	considered	to	have	

a	relation	to	an	individual	if	it	is	likely	that	their	use	has	an	impact	on	a	certain	person's	rights	and	interests,	

taking	into	account	all	the	circumstances	of	the	specific	case.	In	the	opinion	of	the	Art.	29	Working	Party	it	is	

not	necessary	that	the	potential	result	has	a	major	 impact	on	the	concerned	individual.	 It	suffices	 if	he	or	

she	may	be	treated	differently	from	other	persons	as	a	result	of	the	processing	of	their	personal	data.
8
	

	

● WHEN	IS	THE	DATA	SUBJECT	IDENTIFIED	OR	IDENTIFIABLE?	

The	data	subject	 is	 identified	when,	within	a	group	of	persons,	he	or	she	 is	"distinguished"	from	all	other	

members	of	the	group.
9
	More	difficult	is	to	determine	whether	the	data	subject	is	identifiable.	Recital	(26)	

of	the	Directive	which	serves	as	an	aid	in	interpretation	of	the	Directive
10

	states:	

	"whereas,	 to	determine	whether	a	person	 is	 identifiable,	account	should	be	taken	of	all	 the	means	 likely	

reasonably	to	be	used	either	by	the	controller	or	by	any	other	person	to	identify	the	said	person"	

It	is	assumed	that	if	the	data	cannot	be	re-identified	with	reasonable	means	it	can	be	treated	as	anonymous	

with	 the	consequence	that	 the	European	data	protection	 legal	 regime	does	not	apply.	 In	 this	context	 the	

Art.	29	Working	party	noted	that	

"The	criterion	of	‘all	the	means	likely	reasonably	to	be	used	either	by	the	controller	or	by	any	other	person’	

should	 in	particular	 take	 into	account	all	 the	 factors	at	 stake.	The	cost	of	conducting	 identification	 is	one	

factor,	but	not	 the	only	one.	 The	 intended	purpose,	 the	way	 the	processing	 is	 structured,	 the	advantage	

expected	by	 the	 controller,	 the	 interests	 at	 stake	 for	 the	 individuals,	 as	well	 as	 the	 risk	of	organisational	

dysfunctions	 (e.g.	 breaches	 of	 confidentiality	 duties)	 and	 technical	 failures	 should	 all	 be	 taken	 into	

account.”
11

	

																																																													

7
	Ibid.,	p.10.	

8
	Ibid.,	p.11.	

9
	Ibid.,	p.12.	

10
	 Krebs,	 P.,	 Europäische	 Methodik	 –	 Richtlinienkonforme	 Auslegung	 nationalen	 Rechts	 im	

Bürger(Unternehmer)/Bürger	 (Unternehmer)	 Verhältnis,	 https://www.wiwi.uni-

siegen.de/rechtswissenschaften/krebs/materialien/europ_zivilrechtsvereinheitlichung/richtlinienkonforme_auslegung

.pdf,	p.	2.	

11
	Art.	29	Working	Party,	Opinion	4/2007	on	the	concept	of	personal	data,	p.	15.	



SoBigData	–	654024	 	 www.sobigdata.eu	

	 	

	 	

	
D2.2	Legal	and	Ethical	Framework	 	 Page	18	of	87	

	One	 issue	 that	 is	 unsettled	 and	 has	 also	 not	 been	 clarified	 by	 the	 new	 Data	 Protection	 Regulation	 is	

whether	 an	 objective	 approach	 is	 indicated	 which	 means	 in	 order	 to	 determine	 whether	 the	 data	 is	

identifiable	 the	 means	 of	 the	 data	 controller	 and	 any	 other	 person	 must	 be	 considered	 or	 whether	 a	

relative	standpoint	is	to	be	adopted	with	the	consequence	that	one	needs	to	look	only	at	the	specific	data	

controller	 and	 whether	 he	 can	 identify	 the	 person	 with	 reasonable	 means.	 The	 Wording	 of	 Recital	 26
12

	

indicates	to	consider	also	the	means	of	any	other	person	and	also	the	Art.	29	Working	Party	seems	to	apply	

a	broad	approach
13

.	The	Bundesgerichtshof	-	the	German	highest	civil	court	-	has	submitted	this	question	of	

interpretation	to	the	European	Court	of	Justice	(ECJ/CJEU).	The	ECJ	has	not	decided	yet	on	the	issue,	but	the	

Advocate	 General	 of	 the	 ECJ	 has	 opined	 that	 the	 European	 legislator	 only	 refers	 to	 such	 "third	 parties"	

which	the	data	controller	reasonably	could	refer	to.
14

	

It	could	be	argued	with	respect	to	the	purpose	of	the	Directive	to	protect	the	privacy	of	the	data	subject	

that	this	limitation	entailed	in	the	opinion	of	the	Advocate	General	should	only	apply	if	the	data	controller	is	

not	making	the	data	public	e.g.	putting	them	on	a	public	platform	and	the	opinion	implies	also	that	in	case	

of	transfer	of	the	data	the	data	controller	needs	to	verify	that	the	transferee	is	not	able	to	re-identify	the	

data	 with	 reasonable	 means.	 However,	 the	 ECJ	 has	 not	 issued	 his	 decision	 yet	 and	 what	 also	 should	 be	

noted	 is	 that	 the	 decision	 will	 most	 probably	 only	 relate	 to	 the	 legal	 situation	 stipulated	 by	 the	 Data	

Protection	Directive	which	will	be	replaced	by	the	Regulation	from	25th	of	May	2018	on.	

Additionally,	 it	 must	 be	 considered	 that	 the	 rapid	 technological	 developments	 make	 effective	

anonymization	 in	 terms	 of	 data	 protection	 law	 a	 challenging	 task.
15

	 Determining	 the	 status	 of	 data	 as	

personal	or	non-personal	is	especially	difficult	in	the	field	of	big	data/	smart	data	analysis	as	huge	amounts	

of	data	are	combined	and	for	every	combination	an	assessment	must	be	proceeded.
16

	It	is	also	important	to	

note	that	this	test	is	a	dynamic	one	and	should	consider	the	state	of	the	art	in	technology	at	the	time	of	the	

processing	and	the	possibilities	for	development	during	the	period	for	which	the	data	will	be	processed.	

“Identification	may	not	be	possible	today	with	all	the	means	likely	reasonably	to	be	used	today.	If	the	data	

are	 intended	to	be	stored	 for	one	month,	 identification	may	not	be	anticipated	to	be	possible	during	the	

"lifetime"	 of	 the	 information,	 and	 they	 should	 not	 be	 considered	 as	 personal	 data.	 However,	 it	 they	 are	

intended	 to	be	kept	 for	10	years,	 the	 controller	 should	 consider	 the	possibility	of	 identification	 that	may	

occur	also	in	the	ninth	year	of	their	lifetime,	and	which	may	make	them	personal	data	at	that	moment.	The	

																																																													

12
	“all	the	means	reasonably	to	be	used	either	by	the	controller	or	by	any	other	person”.	

13
	Art.	29	Working	Party,	Opinion	4/2007	on	the	concept	of	personal	data,	p.15.	

14
	Opinion	of	Advocate	General	Campos	Sánchez-Bordona,	delivered	on	12	May	2016,	Case	C-582/14,	Patrick	Breyer	v	

Bundesrepublik	Deutschland	(Reference	for	a	preliminary	ruling	from	the	Bundesgerichtshof	(Federal	Court	of	Justice,	

Germany));	http://curia.europa.eu/juris/celex.jsf?celex=62014CC0582&lang1=de&type=TXT&ancre=.	

	

15
	Sarunski,	M.,	Big	Data	–	Ende	der	<Anonymität?,	DuD	2016,	S.	424	(427);	Boehme-Neßler,	V.,	DuD	2016,	p.	422.	

16
	Bretthauer,	S.,	Compliance-by-Design-	Anforderungen	bei	Smart	Data,	ZD	6/2016,	p.	270.	
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system	 should	 be	 able	 to	 adapt	 to	 these	 developments	 as	 they	 happen,	 and	 to	 incorporate	 then	 the	

appropriate	technical	and	organisational	measures	in	due	course."
17

	

For	being	on	the	safe	side	 it	should	be	considered	to	adopt	the	objective	approach	until	 the	ECJ	gives	his	

decision.	 Should	 the	ECJ	 favor	 the	 relative	 standpoint	or	 follow	 the	opinion	of	 the	Advocate	General	 this	

then	may	be	an	incentive	for	changing	the	suggested	approach.	

The	Regulation	has	adopted	a	very	similar	definition	on	personal	data	to	the	one	that	has	been	used	in	the	
Directive.	 Recital	 26	 of	 the	 Regulation	 mirrors	 a	 familiar	 approach	 for	 determining	 whether	 data	 is	
identifiable.	 The	above	mentioned	 issue	 remains	unsettled.	Whether	a	 transmission	of	 the	grounds	of	 the	
judgement	of	the	ECJ	which	will	relate	to	the	legal	situation	under	the	Directive	must	be	carefully	examined	
when	the	court	has	given	his	judgement.	

However,	with	the	introduction	of	one	new	instrument	the	legal	situation	may	be	to	a	certain	extent	more	
clarified.	For	the	case	that	data	is	pseudonymized	it	is	explicitly	stated	now	in	Art.	4	(5)	and	Recital	26	of	the	
Regulation	 that	 the	data	qualifies	as	personal	data.	Pseudonymous	data	 in	 the	 sense	of	 the	Regulation	 is	
personal	data	that	has	been	processed	in	such	a	manner	that	it	can	no	longer	be	attributed	to	a	specific	data	
subject	 without	 the	 use	 of	 additional	 information,	 provided	 that	 such	 additional	 information	 is	 kept	
separately	and	is	subject	to	technical	and	organisational	measures	to	ensure	that	the	personal	data	are	not	
attributed	 to	 an	 identified	 or	 identifiable	 natural	 person	 (Art.	 4	 (5)	 GDPR).	 This	 means	 that	 whenever	 a	
pseudonymization	key	exists	the	data	are	personal	data	and	the	material	scope	of	the	Regulation	is	in	this	
respect	opened.18

	

		

2.3.2 TERRITORIAL	SCOPE	

In	addition	to	the	material	scope	the	territorial	scope	also	must	be	opened.	This	is	regulated	in	Art.	3	of	the	

Directive	 where	 it	 is	 also	 prescribed	 which	 national	 data	 protection	 law	 is	 applicable.	 Art.	 3	 (1)	 (a)	 DPD	

states:	

“Each	 Member	 State	 shall	 apply	 the	 national	 provisions	 it	 adopts	 pursuant	 to	 this	 Directive	 to	 the	

processing	of	personal	data	where:	

the	processing	 is	 carried	out	 in	 the	 context	 of	 the	 activities	 of	 an	 establishment	of	 the	 controller	 on	 the	

territory	of	the	Member	State;	when	the	same	controller	is	established	on	the	territory	of	several	Member	

States,	he	must	take	the	necessary	measures	to	ensure	that	each	of	these	establishments	complies	with	the	

obligations	laid	down	by	the	national	law	applicable;	[…]”.	

																																																													

17
	Art.	29	Working	Party,	Opinion	4/2007	on	the	concept	of	personal	data,	p.	15.	

18
	 Maldoff,	 G.,	 Top	 10	 operational	 impacts	 of	 the	 GDPR:	 Part	 8	 –	 Pseudonymization,	

https://iapp.org/news/a/top-10-operational-impacts-of-the-gdpr-part-8-pseudonymization/.	
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As	can	be	derived	from	Art.	3	of	the	Data	Protection	Directive	the	concept	of	controllership	is	essential	for	

determining	which	national	data	protection	law	is	applicable.	The	following	excursus	will	give	an	overview	

about	the	concept	of	data	controller	and	data	processor	in	the	Directive.	

		

EXCURSUS:	DATA	CONTROLLER	AND	DATA	PROCESSOR	

DATA	CONTROLLER	

The	concept	of	data	controller	and	data	processor	plays	an	important	role	in	European	Data	Protection	Law.	

Firstly,	 as	 already	 mentioned	 the	 concept	 of	 controller	 is	 essential	 in	 determining	 which	 national	 data	

protection	law	is	applicable.
19

	Secondly,	in	effect	all	provisions	setting	conditions	for	lawfully	processing	of	

personal	data	are	addressed	to	the	data	controller.
20

	Thirdly,	 rights	that	are	given	to	the	data	subject	are	

also	framed	in	such	a	way	to	create	obligations	on	the	side	of	the	data	controller.
21

	Fourthly,	the	controller	

is	in	principle	held	liable	for	any	damage	caused	by	unlawful	processing.
22

	The	data	controller	is	also	obliged	

to	protect	personal	data	against	unlawful	forms	of	processing	(→	subsection	2.5.4).		

All	 in	all	the	role	of	the	concept	of	the	controller	 is	to	allocate	responsibility.
23

It	may	happen	especially	 in	

complicated	technical	environments	that	relevant	actors	are	inclined	to	see	themselves	as	“facilitators”	but	

not	as	responsible	controllers.
24

		

According	to	Art.	2	(d)	DPD	'controller'	means	“the	natural	or	legal	person,	public	authority,	agency	or	any	

other	 body	 which	 alone	 or	 jointly	 with	 others	 determines	 the	 purposes	 and	 means	 of	 the	 processing	 of	

personal	data;	where	the	purposes	and	means	of	processing	are	determined	by	national	or	Community	laws	

or	 regulations,	 the	controller	or	 the	 specific	 criteria	 for	his	nomination	may	be	designated	by	national	or	

Community	law”.	

The	data	controller	determines	the	purposes	and	means	of	the	processing.	Determination	of	the	“means”	

of	the	processing	does	not	only	refer	to	technical	procedures	but	also	to	the	question	which	data	shall	be	

processed,	who	shall	have	access	to	the	data,	when	is	data	to	be	deleted	–	which	amounts	in	a	nutshell	to	

determining	the	“why”	and	“how”	of	certain	processing	activities.
25

	

																																																													

19
	Art.	29	Working	Party,	Opinion	1/2010	on	the	concepts	of	“controller”	and	“processor”,	p.	5.	

20
	Ibid.,	p.	4	

21
	Ibid.,	p.	4.	

22
	Art.	23	DPD.	

23
	Art.	29	Working	Party,	Opinion	1/2010	on	the	concepts	of	“controller”	and	“processor”,	p.	4.	

24
	Ibid.	p.	11.	

25
	Ibid.,	pp.	11-14.	
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The	 Directive	 takes	 a	 factual	 approach	 which	 means	 that	 one	 needs	 to	 look	 at	 the	 specific	 processing	

operations	 and	 comprehend	who	 determines	 them	 to	 figure	 out	who	 is	 acting	 as	 the	 data	 controller.	 In	

many	cases	the	assessment	will	involve	a	closer	look	at	the	contractual	relations	between	involved	parties.	

However,	terms	of	the	contracts	may	not	be	decisive,	as	this	would	enable	parties	to	allocate	responsibility	

where	they	think	it	fits.
26

	

Determination	of	the	“means”	includes	technical	and	organizational	measures.	While	essential	elements	are	

reserved	to	the	controller,	others	may	as	well	be	delegated	to	processors.	For	example	it	is	often	left	to	the	

decision	of	the	processor	to	determine	which	hardware	or	software	shall	be	used.
27

	

		

DATA	PROCESSOR	

	Data	Processor	 is	 “a	natural	or	 legal	person,	public	authority,	agency	or	any	other	body	which	processes	

personal	data	on	behalf	of	the	controller”	(Art.	2	(e)	DPD).	

	Acting	on	behalf	means	 that	 the	processor	 is	 serving	 someone	else’s	 interest.	 The	processor	 is	 called	 to	

follow	the	instructions	given	by	the	controller	at	 least	regarding	to	the	purpose	of	the	processing	and	the	

essential	elements	of	the	means.
28

	A	processor	going	beyond	 its	mandate	and	processing	the	data	for	his	

own	purposes	is	in	this	respect	a	data	controller.
29

	

	The	data	processor	must	not	process	the	data	except	on	instructions	from	the	controller	(Art.	16	DPD).	The	

Directive	establishes	 the	need	 for	a	 contract	or	a	binding	 legal	 act	 regulating	 the	 relations	between	data	

controller	and	data	processor	(Art.17	(3)	DPD).	Many	service	providers	specialized	in	certain	processing	of	

data	have	standard	services	and	contracts	to	be	signed	by	data	controllers.	

	It	is	also	required	by	Art.	17	(3)	of	the	Directive	that	the	controller	must,	where	processing	is	carried	out	on	

his	behalf,	choose	a	processor	“providing	sufficient	guarantees	in	respect	of	the	technical	security	measures	

and	organizational	measures	governing	the	processing	to	be	carried	out,	and	must	ensure	compliance	with	

those	measures.”	

	

	

	

																																																													

26
	Ibid.,	p.	11.	

27
	Ibid.,	p.	14.	

28
	Ibid.,	p.	25.	

29
	Ibid.,	p.	14	
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The	Art.	29	Working	Party	listed	some	criteria	to	determine	the	qualification	as	data	processor:	

● Level	of	prior	 instructions	given	by	the	data	controller,	which	prescribes	the	leeway	left	to	the	data	

processor;	

● Monitoring	by	the	data	controller	of	the	execution	of	the	service;	and	

● Visibility/image	given	to	the	data	subject	his	or	her	and	thereon	built	up	expectations.
30

	

	End	of	Exkursus	

	

Art.	3	of	the	Directive	has	gained	lots	of	attention	in	the	latest	jurisdiction	of	the	ECJ
31

	and	also	the	Art.	29	

Working	Party	has	enacted	an	updated	opinion	regarding	the	applicable	law	in	light	of	the	ECJ	judgement	in	

Google	Spain
32

.	

For	the	purposes	pursued	with	this	document	it	is	considered	-	for	the	time	being	-	as	sufficient	to	refrain	to	

the	 conclusion	 that	when	 the	data	 controller	 is	 established	on	 the	 territory	 of	 a	Member	 State	 the	data	

protection	law	of	that	Member	State	shall	apply.	An	organization	is	established	where	it	exercises	any	real	

and	effective	activity	through	stable	arrangements	 in	the	EU,	e.g.	 if	the	data	controller	 is	situated	in	Italy,	

Italian	Data	Protection	 law	 implementing	the	Directive	 is	applicable	to	the	processing	of	personal	data	by	

that	data	controller.	

The	concepts	of	data	controller	and	data	processor	remain	under	the	new	Regulation.	The	regulations	on	the	
territorial	 scope	 have	 considerably	 changed.	 They	 state	 inter	 alia	 that	 the	 Regulation	 will	 apply	 to	 the	
processing	of	personal	data	in	the	context	of	the	activities	of	an	establishment	of	a	controller	or	a	processor	
in	 the	 Union,	 regardless	 of	 whether	 the	 processing	 takes	 place	 in	 the	 Union	 or	 not	 (Art.	 3	 (1)	 GDPR).	 In	
contrast	to	the	Directive,	for	example,	also	the	processor	is	incorporated	and	it	clarifies	that	it	is	not	relevant	
whether	the	processing	is	carried	out	in	the	EU	or	not.	

A	 fundamental	 new	 arrangement	 can	 be	 found	 in	 Art.	 3	 (2)	 of	 the	 Regulation	 where	 it	 is	 stated	 that	
Regulation	 also	 applies	 to	 the	 processing	 of	 personal	 data	 of	 data	 subjects	 who	 are	 in	 the	 Union	 by	 a	
controller	or	processor	not	established	in	the	Union,	where	the	processing	activities	are	related	to	

● “(a)	 the	 offering	 of	 goods	 or	 services,	 irrespective	 of	 whether	 a	 payment	 of	 the	 data	 subject	 is	
required,	to	such	data	subjects	in	the	Union;	or	

																																																													

30
	Ibid.,	p.	28.	

31
	 CJEU	 judgement	 of	 13	 May	 2014	 in	 case	 C-131/12,	 Google	 Spain	 SL	 and	 Google	 Inc.	 v	 Agencia	 Española	 de	

Protección	de	Datos	(AEPD)	and	Mario	Costeja	González	('Google	Spain');	CJEU	judgement	of	1	October	2015	in	Case	C-

230/14,	Weltimmo	s.r.o.	v	Nemzeti	Adatvédelmi	és	Információszabadság	Hatóság	('Weltimmo').	

32
	Art.	29	Working	Party,	Update	of	Opinion	8/2010	on	applicable	 law	 in	 the	 light	of	 the	CJEU	 judgement	 in	Google	

Spain.	
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● (b)	the	monitoring	of	their	behaviour	as	far	as	their	behaviour	takes	place	within	the	Union.”	

	For	the	research	infrastructure	primarily	Art.	3	(1)	GDPR,	but	eventually	also	Art	3	(2)	(b)	GDPR	with	regard	
to	 final	users	may	be	 relevant	and	establish	 the	applicability	of	 the	GDPR	 to	 the	processing	operations	of	
personal	data	within	the	RI	research	infrastructure	or	by	final	users.		

		

2.3.3 WHAT	 ARE	 THE	 BASIC	 RULES	 TO	 PROCESSING	 OF	 PERSONAL	 DATA	 FOR	 RESEARCH	

PURPOSES?	

		

The	 Directive	 sets	 up	 data	 protection	 principles	 which	 need	 to	 be	 applied	 to	 every	 processing	 step	 of	

personal	data	(Art.6	(1)	DPD).	It	is	the	data	controller	who	is	responsible	for	taking	care	of	complying	with	

those	principles	(Art.6	(2)	DPD).	

		

2.3.3.1	FAIRNESS	AND	LAWFULNESS:	

Personal	data	must	be	processed	fairly	and	lawfully.	This	implies	that	personal	data	must	not	be	processed	

if	 there	 is	not	a	 legal	 ground	 for	doing	 so.	Art.	 7	and	Art.	 8	DPD	 lay	down	 such	exemptions	allowing	 the	

processing	of	personal	data.	The	principle	of	lawfulness	will	be	discussed	in	more	detail	in	subsection	2.3.4.	

The	 principle	 of	 fairness	 is	 a	 rather	 undetermined	 principle	 and	 Member	 States	 have	 had	 room	 of	

manoeuvre	for	interpretation.	It	may,	for	example,	prohibit	to	collect	data	secretly	without	the	knowledge	

of	the	data	subject	with	listening	devices.
33

	

In	the	new	Regulation	the	transparency	principle	was	amended	which	requires	to	process	personal	data	in	a	
transparent	manner.	Recital	39	states	

“Any	processing	of	personal	data	should	be	lawful	and	fair.	It	should	be	transparent	to	natural	persons	that	
personal	data	concerning	them	are	collected,	used,	consulted	or	otherwise	processed	and	to	what	extent	the	
personal	 data	 are	 or	 will	 be	 processed.	 The	 principle	 of	 transparency	 requires	 that	 any	 information	 and	
communication	 relating	 to	 the	 processing	 of	 those	 personal	 data	 be	 easily	 accessible	 and	 easy	 to	
understand,	and	that	clear	and	plain	language	be	used.	That	principle	concerns,	in	particular,	information	to	
the	 data	 subjects	 on	 the	 identity	 of	 the	 controller	 and	 the	 purposes	 of	 the	 processing	 and	 further	
information	to	ensure	fair	and	transparent	processing	in	respect	of	the	natural	persons	concerned	and	their	
right	 to	 obtain	 confirmation	 and	 communication	 of	 personal	 data	 concerning	 them	 which	 are	 being	
processed.	Natural	persons	 should	be	made	aware	of	 risks,	 rules,	 safeguards	and	 rights	 in	 relation	 to	 the	
processing	of	personal	data	and	how	to	exercise	their	rights	in	relation	to	such	processing.	In	particular,	the	

																																																													

33
	 Ehmann,	 E.	 and	 Helfrich,	 M.,	 Kurzkommentar	 zur	 EG-Datenschutzrichtlinie	 (Commentary	 on	 the	 Data	 Protection	

Directive),	1999,	pp.	110-111.	
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specific	purposes	for	which	personal	data	are	processed	should	be	explicit	and	legitimate	and	determined	at	
the	time	of	the	collection	of	the	personal	data.”	

		

2.3.3.2	PURPOSE	LIMITATION	

	The	principle	of	purpose	limitation	requires	that	personal	data	may	be	only	collected	for	specified,	explicit	

and	legitimate	purposes	(purpose	specification)	and	not	further	processed	in	a	way	incompatible	with	those	

purposes	(compatible	use).
34

	This	principle	will	receive	special	attention	as	usually	the	data	transfer	to	final	

users	and	the	following	analysis	on	the	data	or	the	analysis	by	RI	partners	on	the	request	of	researchers	will	

qualify	as	a	secondary	purpose.	

The	principle	of	purpose	 limitation	protects	the	data	subject	by	setting	 limits	on	how	data	controllers	are	

able	to	use	their	data	but	 is	also	providing	some	flexibility	 for	the	data	controller.
35

	Further	processing	of	

personal	data	for	a	different	purpose	must	be	compatible	with	the	original	purpose.		

The	 Directive	 explicitly	 provides	 that	 further	 processing	 of	 data	 for	 historical,	 statistical	 or	 scientific	

purposes	 shall	 not	 be	 considered	 as	 incompatible	 provided	 that	 Member	 States	 provide	 appropriate	

safeguards.	 This	 provision	 is	 relevant	 for	 the	 SoBigData	 RI	 as	 it	 aims	 to	 offer	 support	 by	 providing	 data	

resources	and	methods	to	researchers	for	their	research.	However,	it	serves	not	as	a	general	authorization	

for	further	processing	of	personal	data	in	all	cases	for	historical,	statistical	or	scientific	purposes.	As	in	any	

other	case	of	further	use	all	circumstances	must	be	considered	to	evaluate	what	safeguards	can	be	seen	as	

sufficient.
36

		

The	presence	of	appropriate	and	sufficient	safeguards	must	be	considered.	The	purpose	of	these	safeguards	

is	to	prevent	that	the	data	will	be	used	to	foster	decisions	or	measures	against	any	particular	 individual.
37

	

The	 data	 shall	 be	 as	 much	 de-identified	 as	 permitted	 by	 the	 purpose	 of	 the	 research.	 When	 full	

anonymization	is	not	feasible	various	de-identification	techniques	(including	pseudonymisation,	key-coding,	

keyed-hashing,	 using	 rotating	 salts	 etc.)
38

	 have	 to	 be	 used	 to	 reduce	 the	 risk	 of	 re-identification.	 Such	

measures	 will	 have	 to	 be	 combined	 with	 other	 organizational	 and	 technical	 measures	 in	 order	 to	

adequately	protect	the	data	subjects.
39

	

																																																													

34
	Art.	29	Working	Party,	Opinion	03/203	on	purpose	limitation,	p.3.	

35
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Under	 the	 current	 European	 legal	 framework	 it	 is	 up	 to	 each	Member	 State	 to	 specify	which	 safeguards	

must	 be	 implemented.	 This	 specification	 may	 be	 provided	 by	 legislation	 which	 can	 be	 precise	 or	 more	

general	and	leave	room	for	guidance	by	the	competent	data	protection	authorities.
40

	

Processing	of	personal	data	that	is	incompatible	with	the	purposes	specified	at	the	collection	is	a	violation	

of	 law.	 The	 data	 controller	 cannot	 legitimize	 such	 a	 breach	 of	 the	 purpose	 limitation	 principle	 by	 only	

relying	on	a	legal	ground.
41

		

The	purpose	 limitation	principle	has	been	retained	 in	the	GDPR	and	has	received	some	more	specification.	
The	Regulation	provides	in	Art.	5	(1)	(b)	that	further	processing	for	archiving		purposes	in	the	public	interest,	
scientific	or	historical	research	purposes	or	statistical	purposes	shall	not	be	considered	as	incompatible	with	
the	 initial	 purpose	 and	 refers	 to	 Art.	 89	 (1)	 which	 mainly	 reflects	 the	 above	 mentioned	 elaborations	 on	
appropriate	safeguards.	According	to	this	norm:	

“processing	 for	 archiving	 purposes	 in	 the	 public	 interest,	 scientific	 or	 historical	 research	 purposes	 or	
statistical	purposes,	shall	be	subject	to	appropriate	safeguards,	 in	accordance	with	this	Regulation,	for	the	
rights	 and	 freedoms	of	 the	 data	 subject.	 Those	 safeguards	 shall	 ensure	 that	 technical	 and	organisational	
measures	are	in	place	in	particular	in	order	to	ensure	respect	for	the	principle	of	data	minimisation.	Those	
measures	 may	 include	 pseudonymisation	 provided	 that	 those	 purposes	 can	 be	 fulfilled	 in	 that	 manner.	
Where	those	purposes	can	be	fulfilled	by	further	processing	which	does	not	permit	or	no	longer	permits	the	
identification	of	data	subjects,	those	purposes	shall	be	fulfilled	in	that	manner.”	

	Recital	 159	 GDPR	 indicates	 a	 broad	 interpretation	 of	 scientific	 research	 and	 mentions	 e.g.	 technological	
development	 and	 demonstration,	 fundamental	 research,	 applied	 research	 and	 also	 privately	 funded	
research.	Statistical	purposes	are	defined	in	Recital	162	as	“any	operation	of	collection	and	the	processing	of	
personal	data	necessary	for	statistical	surveys	of	for	the	production	of	statistical	results.	[…]	The	statistical	
purpose	implies	that	the	result	of	processing	is	not	personal	data,	but	aggregate	data	and	that	this	result	or	
the	personal	data	are	not	used	in	support	of	measures	or	decisions	regarding	any	particular	natural	person.”	

Interestingly	recital	50	of	the	Regulation	provides	that	 if	the	new	purpose	 is	compatible	with	the	purposes	
for	which	the	data	have	been	originally	collected,	no	legal	basis	for	further	processing	the	data	-	separately	
from	that	which	allowed	the	collection	of	the	personal	data	-	is	required.42		

	

2.3.3.3	DATA	MINIMIZATION	

Personal	data	must	be	adequate,	relevant	and	not	excessive	in	relation	to	the	purposes	for	which	they	are	

collected	and/or	further	preprocessed	(Art.	6	(c)	DPD).	
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	Härting,	N.,	Datenschutzgrundverordnung,	2016,	p.	124.	
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The	principle	has	gained	some	modification	 in	the	 formulation.	According	to	the	Regulation	personal	data	
shall	be	adequate,	relevant	and	limited	to	what	is	necessary	in	relation	to	the	purposes	for	which	they	are	
processed.	 Recital	 39	 GDPR	 states	 that	 personal	 data	 should	 be	 processed	 only	 if	 the	 purpose	 of	 the	
processing	cannot	reasonably	be	fulfilled	by	other	means.	In	order	to	ensure	that	the	personal	data	are	not	
kept	longer	than	necessary,	time	limits	should	be	established	by	the	controller	for	erasure	or	for	a	periodic	
review.	

2.3.3.4	DATA	QUALITY	

	Data	must	be	also	accurate	and,	where	necessary,	kept	up	to	date;	every	reasonable	step	must	be	taken	to	

that	data	which	are	inaccurate	or	incomplete	(having	regard	to	the	purposes	for	which	they	were	collected	

or	for	which	they	are	further	processed)	are	erased	or	rectified	(Art.	6	(d)	DPD).	

	The	Regulation	names	this	principle	“accuracy	principle”	and	amends	that	the	erasure	or	rectification	must	
be	done	without	delay.	

2.3.3.5	SECURITY	

	The	 data	 must	 be	 kept	 in	 a	 form	 which	 permits	 identification	 of	 data	 subjects	 for	 no	 longer	 than	 is	

necessary	 for	 the	 purposes	 for	 which	 the	 data	 were	 collected	 or	 for	 which	 they	 are	 further	 processed.	

Member	 States	 shall	 lay	 down	 appropriate	 safeguards	 for	 personal	 data	 stored	 for	 longer	 periods	 for	

historical,	statistical	or	scientific	use	(Art.	6	(e)	DPD).	

	The	Regulation	now	provides	that	personal	data	may	be	stored	for	 longer	periods	 insofar	as	the	personal	
data	 will	 be	 processed	 solely	 for	 archiving	 purposes	 in	 the	 public	 interest,	 scientific	 or	 historical	 research	
purposes	 or	 statistical	 purposes	 in	 accordance	 with	 Article	 89(1)	 subject	 to	 implementation	 of	 the	
appropriate	 technical	 and	 organisational	 measures	 required	 by	 this	 Regulation	 in	 order	 to	 safeguard	 the	
rights	and	freedoms	of	the	data	subject	(‘storage	limitation’).	

	The	 Regulation	 also	 entails	 the	 principle	 of	 ‘integrity	 and	 confidentiality’.	 According	 to	 this	 principle	 the	
data	 shall	 be	 processed	 in	 a	 manner	 that	 ensures	 appropriate	 security	 of	 the	 personal	 data,	 including	
protection	against	unauthorised	or	unlawful	processing	and	against	accidental	loss,	destruction	or	damage,	
using	 appropriate	 technical	 or	 organisational	 measures	 which	 basically	 reflects	 Art.	 17	 (1)	 DPD	 which	
provides	 that	Member	 States	 shall	 provide	 that	 the	 controller	must	 implement	 appropriate	 technical	 and	
organizational	measures	 to	protect	personal	data	against	accidental	or	unlawful	destruction	or	accidental	
loss,	 alteration,	 unauthorized	 disclosure	 or	 access,	 in	 particular	 where	 the	 processing	 involves	 the	
transmission	of	data	over	a	network,	and	against	all	other	unlawful	forms	of	processing.	

			

2.3.4 LAWFULNESS	OF	PROCESSING	OF	PERSONAL	DATA	

The	basic	rule	set	up	by	the	Data	Protection	Directive	is	that	processing	of	personal	data	is	prohibited	unless	

there	is	a	 legal	ground	which	permits	the	processing.	There	are	two	articles	 in	the	Directive	which	lay	the	

foundation	for	these	grounds:	Art.	7	and	Art.	8.		
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Art.	 8	 of	 the	 Directive	 concerns	 special	 categories	 of	 personal	 data	 which	 are	 regarded	 as	 especially	

sensitive	 (but	 the	 provision	 applies	 a	 fortiori	 also	 to	 non-sensitive	 personal	 data).	 Special	 categories	 of	

personal	 data	 are	 defined	 in	 Art.	 8	 (1)	 DPD	 as	 personal	 data	 revealing	 racial	 or	 ethnic	 origin,	 political	

opinions,	religious	or	philosophical	beliefs,	trade-union	membership,	and	the	processing	of	data	concerning	

health	or	sex	life.	Both	Art.	7	and	Art.	8	of	the	Directive	required	implementation	by	the	Member	States	into	

their	national	legal	system.	

In	 case	of	processing	personal	data	 for	 research	usually	 two	 legal	 grounds	are	 concerned.	 It	 is	either	 the	

unambiguously	given	 informed	consent	of	 the	data	 subject/	 the	explicit	 consent	 for	 the	case	 that	 special	

categories	 of	 personal	 data	 are	 processed	 (Art.	 8	 (2)	 (a)	 DPD)	 or	 it	 is	 Art.	 8	 (4)	 DPD	 which	 forms	 the	

foundation	for	national	research	exemptions.	Considering	that	SoBigData	RI	is	processing	also	data	sets	that	

have	been	collected	from	diverse	websites	such	as	Twitter	Art.	8	(2)	(e)	DPD	also	may	be	of	relevance.	

		

2.3.4.1	UNAMBIGUOUS	CONSENT	(ART.	7	(A)	DPD)	/	EXPLICIT	CONSENT	ART.	8	(2)	(A)	DPD)	

	The	Directive	defines	consent	as	“any	freely	given	specific	and	informed	indication	of	his	wishes	by	which	

the	data	subject	signifies	his	agreement	to	personal	data	relating	to	him	being	processed”	(Art.	2	(h)	DPD).	

Relating	to	the	processing	of	“normal”	personal	data	consent	must	be	unambiguous:	

“For	consent	to	be	unambiguous	the	procedure	to	seek	and	to	give	consent	must	leave	no	doubt	as	to	the	

data	subject's	intention	to	deliver	consent.	In	other	words,	the	indication	by	which	the	data	subject	signifies	

his	agreement	must	 leave	no	 room	 for	ambiguity	 regarding	his/her	 intent.	 If	 there	 is	 a	 reasonable	doubt	

about	the	individual's	intention,	there	is	ambiguity.”
43

	

It	is	questionable	whether	the	data	subject	unambiguously	consents	to	a	secondary	use	of	his	or	her	data	by	

publishing	the	information	voluntarily	on	a	website.	Under	some	circumstances	unambiguous	consent	may	

be	 concluded	 from	 certain	 behavior.	 This	 will	 especially,	 be	 the	 case	 when	 the	 actions	 lead	 to	 an	

unmistakable	conclusion	that	consent	to	the	envisaged	secondary	use	is	given.	However,	this	depends	also	

on	the	fact	that	the	data	subject	has	been	provided	with	information	about	the	secondary	use,	enabling	the	

individual	to	make	a	decision	(who	is	the	data	controller,	what	are	the	purposes	of	the	processing,	etc).
44

	

For	secondary	uses	of	personal	data	which	have	e.g.	not	been	foreseen	in	terms	and	conditions	of	an	online	

service,	the	user	has	accepted,	it	cannot	be	assumed	that	the	user	has	given	unambiguous	consent	to	such	

secondary	uses.	In	this	context	it	is	interesting	to	note	that	the	Art.	29	Working	Party	opines	that	in	case	the	

user	 of	 an	 online	 service	 does	 not	 have	 to	 actively	 accept	 Terms	 and	 Conditions	 for	 the	 processing	 of	

personal	data	in	order	to	use	the	service,	but	still	provides	personal	data	-	such	as	his	age	and	address	-	it	

																																																													

43
	Art.	29	Working	Party,	Opinion	15/2011	on	the	definition	of	consent,	p.	19.	

44
	Art.	29	Working	Party,	Opinion,	p.	23.	
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may	not	be	assumed	that	the	user	has	given	consent	to	processing	activities	that	do	not	relate	to	the	actual	

functioning	of	the	services	just	by	using	the	service.
45

	

For	the	processing	of	special	categories	of	data	the	consent	cannot	be	implied	by	some	action	of	the	data	

subject,	it	must	be	explicitly	given	by	him	or	her.	Nothing	short	of	an	opt-in	tick	box	or	declaratory	consent	

statement	will	do	to	fulfil	this	requirement.
46

	In	contrast	for	ambiguous	consent	it	may	be	enough	to	have	a	

prominent	notice,	together	with	an	“affirmative	action”.
47

	

		

2.3.4.2	DATA	THAT	HAVE	BEEN	MADE	MANIFESTLY	PUBLIC	BY	THE	DATA	SUBJECT	(ART.	8	(2)	(E)	DPD)	

	In	the	case	of	personal	data	that	can	be	found	on	the	Web	also	national	implementations	of	Art.	8	(2)	(e)	of	

the	Directive	may	be	relevant.	This	provisions	states	that	processing	of	personal	data	 (the	norm	refers	 to	

special	categories	of	personal	data,	but	applies	also	to	“normal”	personal	data)	is	permitted	if	the	data	have	

been	 made	 manifestly	 made	 public	 by	 the	 data	 subject.	 There	 is	 no	 explanation	 in	 the	 EU	 law	 on	 what	

“manifestly	made	public	by	the	data	subject”	means	and	the	interpretation	of	this	regulation	is	not	clear	as	

can	be	e.g.	derived	 from	a	 statement	of	 the	 ICO	who	 stated	 it	 is	not	 clear	whether	 ‘made	public’	means	

“published	to	everyone	or,	for	example,	to	a	large	but	limited	number	of	social-networking	‘friends’”.
48

	

In	the	 literature	this	norm	is	rather	 interpreted	strictly.	The	data	subject	must	have	deliberately	disclosed	

the	 data	 to	 the	 public.
49

	 It	 is	 argued	 that,	 for	 example,	 video	 surveillance	 would	 not	 be	 considered	 a	

conscious	action	to	disclose	information,	but	an	interview	to	media,	or	publication	on	a	public	internet	page	

would	 make	 data	 public.
50

	 Just	 because	 the	 data	 subject	 is	 using	 the	 internet	 does	 not	 mean	 he	 has	

manifestly	made	public	his	data.
51

	Bygrave	opine	

“Given	 the	nature	of	 the	data	 involved	 [this	 concerns	also	 special	 categories	of	data],	 the	phrase	 should	

arguably	be	interpreted	fairly	narrowly	as	indicating	an	obvious	and	conscious	readiness	by	the	data	subject	

																																																													

45
	Ibid.	

46
	 Lee,	 P.,	 The	 ambiguity	 of	 unambiguous	 consent	under	 the	GDPR,	 http://privacylawblog.fieldfisher.com/2016/the-

ambiguity-of-unambiguous-consent-under-the-gdpr/.	

47
	Ibid.	

48
	 ICO,	 Proposed	 new	 EU	 General	 Data	 Protection	 Regulation:	 Article-by-Article	 analysis	 paper,	 v1.0,	 Feb.	 2013,	

https://ico.org.uk/media/about-the-ico/documents/1042564/ico-proposed-dp-regulation-analysis-paper-

20130212.pdf.	

49
	Kotschy,	S.,	in	Büllesbach/Gijrath/Poullet/Prins,	Concise	European	IT	Law,	2010,	p.	62.	

50
	 Pickerin,	 B.,	 et.	 al.,	 Multiple	 data	 owners:	 who	 is	 doing	 what	 with	 your	 data?,	 p.12,	

http://eprints.soton.ac.uk/356026/1/356026.pdf.	

51
	Van	der	Sloot,	B.,	and	Zuiderveen	Borgesius,	F.,	in	Lopez-Tarruella,	A.,	Google	and	the	Law,	2012,	p.	100.	
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to	make	the	data	available	to	any	member	of	the	general	public.	The	extent	to	which	this	condition	will	be	

satisfied	 in	 the	 context	 of	 a	 digital	 rights	 management	 system	 will	 depend	 on	 the	 data	 subject’s	

understanding	of	the	operational	parameters	of	the	particular	system.	If	the	data	subject	believes	that	the	

system	operates	as	a	closed	system	vis–`a–vis	other	systems	(i.e.	that	the	system	operators	observe	strict	

rules	of	confidentiality	when	handling	purchaser–/browser–related	data),	it	is	difficult	to	see	the	condition	

being	satisfied”.
	52

		

The	Art.	29	Working	Party	noted	that	the	application	of	Article	8	DPD	aims	at	providing	for	a	higher	level	of	

protection	 to	 special	 categories	 of	 data.	 However,	 some	 exceptions	 foreseen	 by	 Article	 8	 do	 not	 appear	

equivalent	or	stricter	than	the	grounds	listed	in	Article	7.	Therefore,	

“it	would	be	inappropriate	to	conclude	for	instance	that	the	fact	that	someone	has	made	special	categories	

of	data	manifestly	public	under	Article	8(2)(e)	would	be-always	and	in	and	of	itself-a	sufficient	condition	to	

allow	any	type	of	data	processing,	without	an	assessment	of	the	balance	of	interests	and	rights	at	stake	as	

required	in	Article	7(f)”.
53

	

	

2.3.4.3	 LEGITIMATE	 INTEREST	 OF	 THE	 DATA	 CONTROLLER	 (ART.	 7	 (F)	 DPD)/	 PUBLIC	 INTEREST	 (ART.	 7	 (E)	

DPD)	

In	case	the	processing	of	non-sensitive	data	is	necessary	for	the	purposes	of	a	legitimate	interest	of	the	data	

controller,	it	may	be	permitted	except	where	such	interests	are	overridden	by	the	interests	or	fundamental	

rights	and	freedoms	of	the	data	subject	which	require	protection	of	personal	data	(Art.	7	(f)	DPD).	The	Art.	

29	 Working	 Party	 declared	 that	 processing	 for	 historical,	 scientific	 or	 statistical	 purposes	 as	 well	 as	

processing	for	research	purposes	(including	marketing	research)	may	qualify	as	such	a	legitimate	interest
54

,	

but	the	legitimacy	of	the	data	controller’s	 interest	 is	 just	a	starting	point;	whether	Article	7(f)	DPD	can	be	

relied	on	depends	on	the	outcome	of	the	balancing	test.
55

	Safeguards	may	reduce	a	detected	undue	impact	

on	the	data	subjects,	and	thereby	influence	the	balance	of	rights	and	interests	to	the	extent	that	the	data	

controller’s	legitimate	interests	will	not	be	overridden.
	56

	Reasonable	expectations	of	the	data	subject	with	

regard	to	the	use	and	disclosure	of	the	data	are	also	relevant	in	the	process	of	weighing	of	interests.
57

	Art.	7	

																																																													

52
	 Bygrave,	 L.,	 in	 Becker	 et.	 al.,	 Digital	 Rights	Management,	 2003,	 p.	 435,	Digital	 Rights	Management	 and	Privacy	–	

Legal	Aspects	in	the	European	Union,	http://folk.uio.no/lee/publications/DRM_privacy.pdf.	

53
	Art.	29	Working	Party,	Opinion	06/2014	on	the	notion	of	legitimate	interests	of	the	data	controller	under	Article	7	of	

Directive	95/46/EC,	p.	14-15.	

54
	Ibid.,	p.	24-25.	

55
	Ibid.,	p.	25.	

56
	Ibid.,	30-31.	

57
	Ibid.,	p.	50.	
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(e)	DPD	permits	processing	of	non-sensitive	personal	data	where	 it	 is	necessary	 for	 the	performance	of	a	

task	carried	out	in	the	public	interest.	

	

	

2.3.4.4	RESEARCH	EXCEPTION	

According	to	Art.	8	(4)	DPD,	Member	States	may	subject	to	the	provision	of	suitable	safeguards,	for	reasons	

of	substantial	public	interest,	lay	down	exemptions	from	the	prohibition	of	processing	special	categories	of	

personal	data	either	by	national	 law	or	by	decision	of	 the	supervisory	authority.	Recital	34	DPD	 indicates	

that	scientific	research	qualifies	as	such	a	substantial	public	interest.	

As	an	example	for	such	a	research	exemption	in	the	Member	States	the	regulations	in	the	Data	Protection	

Act	of	Lower	Saxony	(Germany)	are	presented.	For	the	RI	Partner	LUH	in	the	role	of	a	data	controller	the	

Data	Protection	Act	of	Lower	Saxony
58

	 is	applicable.	The	relevant	implementation	are	section	4,	9,	10	and	

25.	

Section	4	 states	 that	 the	processing	of	personal	 data	 is	 prohibited	unless	 there	 is	 the	 (written)	 informed	

consent	 of	 the	 data	 subject	 or	 another	 legal	 ground	 allows	 the	 processing.	 Section	 9	 (1)	 allows	 the	

collection	 of	 the	 personal	 data	 if	 it	 is	 necessary	 for	 the	 data	 controller	 for	 the	 fulfilment	 of	 its	 public	

functions.	In	the	case	that	the	data	is	not	collected	directly	from	the	data	subject,	there	are	some	additional	

restrictions	to	the	collection.	For	example	the	data	may	be	collected	 if	 they	are	 from	generally	accessible	

sources	and	there	is	no	legitimate	interest	on	the	side	of	the	concerned	data	subject	against	the	collection.	

They	may	be	also	 collected	 if	 the	 collection	 from	 the	data	 subject	 involves	 a	disproportionate	effort	 and	

there	is	no	evidence	that	overriding	legitimate	interests	of	the	data	subject	will	be	negatively	affected.	

Section	10	provides	that	the	data	may	be	used	if	that	is	necessary	for	the	data	controller	to	fulfil	its	public	

functions	and	the	use	is	covered	by	the	initial	purpose	for	which	the	data	have	been	collected.			

Section	 10	 also	 provides	 legal	 grounds	 for	 processing	 the	 data	 for	 secondary	 uses.	 However,	 section	 25	

superimposes	this	norm	if	the	secondary	use	is	for	a	scientific	purpose.	This	section	prescribes	that	personal	

data,	which	have	been	 collected	 for	 another	purpose	or	 another	 research	project,	may	be	processed	 for	

scientific	research	if	there	is	

● a	written	consent	of	the	data	subject;	or	

● if	 the	 nature	 of	 the	 data	 and	 the	 envisaged	 processing	 lead	 to	 the	 conclusion	 that	 there	 is	 no	

legitimate	interest		against	the	processing	for	the	specific	research;	or	

● public	interest	in	carrying	out	the	research	project	substantially	outweighs	the	data	subject's	interest	

in	excluding	collection,	processing	and	use	and	the	purpose	of	the	research.	

																																																													

58
	 Niedersächsisches	 Datenschutzgesetz	 (NDSG),	 http://www.lfd.niedersachsen.de/recht/nieders_recht/ndsg/das-

niedersaechsische-datenschutzgesetz-56264.html.	
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The	result	of	the	weighing	of	interests	and	its	reasoning	must	be	protocolled	and	the	data	protection	officer	

of	the	University	must	be	notified.	

Section	25	also	prescribes	for	all	processing	of	personal	data	for	scientific	research	that	

● as	 soon	as	 the	 research	 status	permits	 it,	 the	data	 that	allow	 the	 identification	of	 the	data	 subject	

must	be	stored	separately;	they	have	to	be	destroyed	as	soon	as	the	purpose	of	the	research	allows	

it;	

● the	data	may	only	be	published	if	the	data	subject	has	given	his	or	her	consent	or	this	is	indispensable	

for	the	presentation	of	research	findings	on	contemporary	events;	

● a	 transfer	 to	 a	 party	 to	 whom	 the	 Data	 Protection	 Act	 of	 Lower	 Saxony	 does	 not	 apply	 may	 only	

happen	if	the	receiving	party	commits	herself	to	follow	section	25	(3-5)	of	the	DPA	of	Lower	Saxony.	

	

The	Regulation	upholds	 the	differentiation	between	non-sensitive	 personal	 data	and	 special	 categories	 of	
personal	data	(Art.	9	(1)	GDPR).	There	have	been	amendments	as	well.	Genetic	data	and	biometric	data	for	
the	purpose	of	uniquely	identifying	a	natural	person	now	belong	to	the	special	categories	of	data	under	the	
GDPR.	

From	the	general	rule	that	every	processing	of	data	must	be	covered	by	a	 legal	ground	there	is	formally	a	
deviation	 in	 the	Regulation.	 For	 the	 collection	of	personal	data	a	 legal	ground	 is	needed	 in	any	 case.	The	
same	 is	 true	 for	 the	 processing	 of	 the	 data	 for	 the	 initial	 purpose.	 The	 legal	 grounds	 that	 need	 to	 be	
considered	are:	

● Unambiguous	 consent	 for	 non-sensitive	 data	 (Art.	 6(1)	 (a)	 GDPR)/	 explicit	 consent	 when	 special	
categories	of	data	are	processed	(Art.	9	(2)	(a)	GDPR);	

● Processing	 of	 non-sensitive	 data	 is	 necessary	 for	 the	 purposes	 of	 a	 legitimate	 interest	 of	 the	 data	
controller	 except	 where	 such	 interests	 are	 overridden	 by	 the	 interests	 or	 fundamental	 rights	 and	
freedoms	of	the	data	subject	which	require	protection	of	personal	data	(Art.	6	(1)	(f)	GDPR);	

● Processing	of	non-sensitive	data	 is	necessary	for	the	performance	of	a	task	carried	out	 in	the	public	
interest;	

● The	fact	that	the	data	are	manifestly	made	public	by	the	data	subject	(Art.	9	(2)	(e)	GDPR);	
● National	research	exceptions	(Art.	9	(2)	(j)	GDPR).	

	

For	the	case	of	secondary	use	recital	50	of	the	Regulation	upholds	a	decisive	new	feature.	It	provides	that		

“the	processing	of	personal	data	 for	purposes	other	 than	 those	 for	which	 the	personal	data	were	 initially	
collected	 should	 be	 allowed	 only	 where	 the	 processing	 is	 compatible	 with	 the	 purposes	 for	 which	 the	
personal	data	were	 initially	collected.	 In	such	a	case,	no	 legal	basis	separate	 from	that	which	allowed	the	
collection	of	the	personal	data	is	required.”	
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This	may	be	relevant,	for	example,	if	the	data	controller	wants	to	process	data	(he	already	has	collected	for	
a	 certain	 purpose)	 for	 the	 new	 purpose	 of	 scientific	 research	 or	 he	 wants	 to	 use	 the	 data	 for	 statistical	
purposes	 (Art.	5	 (1)	 (b)	GDPR)(→	subsection	2.3.3.2).	Nevertheless,	 in	 the	 case	of	processing	 the	personal	
data	for	statistical	or	scientific	purposes	it	must	be	noted	that	Art.	5	(1)	(b)	GDPR	refers	to	Art.	89	(1)	GDPR	
which	 requires	 appropriate	 safeguards	 for	 the	 data	 subject	 which	 shall	 ensure	 that	 technical	 and	
organisational	measures	are	in	place	to	ensure	respect	for	the	principle	of	data	minimisation.	Nevertheless,	
this	 only	 concerns	 the	 further	 processing	 for	 secondary	 purposes	 proceeded	 by	 the	 data	 controller	 who	
already	had	 collected	 the	data.	 In	 case	of	 a	 transfer	of	 the	data	 the	 transferee	must	be	able	 to	base	 the	
collection	on	a	legal	basis.	

With	regard	to	the	legal	grounds	that	need	to	be	taken	into	consideration	it	is	important	to	note	that	in	the	
Regulation	 the	 informed	consent	of	 the	data	 subject	 for	non-sensitive	data	 still	needs	 to	be	unambiguous	
(Art.	 4	 (11)	 GDPR).	 Recital	 32	 requires	 a	 clear	 affirmative	 act	 which	 can	 be	 any	 conduct	 which	 clearly	
indicates	in	the	specific	context	that	the	data	subject	accepted	the	proposed	processing	of	his	her	personal	
data.	Art.	7	(1)	of	the	Regulation	states	now	distinctly	that	the	controller	shall	be	able	to	demonstrate	that	
the	 data	 subject	 has	 consented	 to	 the	 processing	 of	 his	 or	 her	 personal	 data.	 For	 special	 categories	 of	
personal	data	consent	has	to	be	given	explicitly.	

Processing	 of	 non-sensitive	 personal	 data	 is	 permitted	 if	 it	 is	 necessary	 for	 the	 purposes	 of	 a	 legitimate	
interest	of	 the	data	controller	except	where	such	 interests	are	overridden	by	 the	 interests	or	 fundamental	
rights	 and	 freedoms	 of	 the	 data	 subject	 which	 require	 protection	 of	 personal	 data.	 This	 is	 now	 explicitly	
restricted	to	private	entities	(Art.	6	(1)	(f)	GDPR).		

As	 already	 noted	 the	 Regulation	 also	 entails	 permission	 to	 process	 (special	 categories	 of)	 personal	 data	
which	are	manifestly	made	public	by	the	data	subject	(Art.	9	(2)	(e)	GDPR).	

The	Regulation	provides	in	Art.	9	(2)	(j)	that	processing	of	(special	categories	of)	personal	data	is	permitted	if	
the	 processing	 is	 necessary	 for	 archiving	 purposes	 in	 the	 public	 interest,	 scientific	 or	 historical	 research	
purposes	 or	 statistical	 purposes	 in	 accordance	 with	 Article	 89	 (1)	 based	 on	 Union	 or	 Member	 State	 law	
which	 shall	 be	proportionate	 to	 the	aim	pursued,	 respect	 the	 essence	of	 the	 right	 to	data	protection	and	
provide	for	suitable	and	specific	measures	to	safeguard	the	fundamental	rights	and	the	interests	of	the	data	
subject.	However,	the	processing	must	have	a	basis	in	Union	or	Member	State	law.	For	the	time	being	it	can	
only	 be	 said	 that	 these	 norms	 must	 safeguard	 the	 principle	 of	 proportionality	 (just	 balance	 between	 the	
interests	 of	 the	 data	 subject	 and	 the	 public	 interest/interest	 of	 the	 researcher	 in	 the	 research)	 and	 be	 in	
compliance	with	Art.	89	(1)	GDPR	which	determines	that	there	must	be	appropriate	safeguards	for	the	rights	
and	freedoms	of	the	data	subject.	Those	safeguards	shall	ensure	that	technical	and	organizational	measures	
are	 in	place	 to	 ensure	 respect	 for	 the	principle	of	data	minimization.	 The	measures	 shall	 also	 secure	 that	
data	is	de-identified	as	much	and	as	soon	as	the	research	purpose	allows	it.		

		

2.3.5 TRANSFER	OF	PERSONAL	DATA	TO	THIRD	COUNTRIES	OUTSIDE	OF	THE	EU/EEA-AREA	

	The	Data	Protection	Directive	applies	to	all	EU	countries	and	additionally	to	the	non-EU	countries	Iceland,	

Liechtenstein	and	Norway	(EEA-Area).	Precautions	must	be	taken	if	personal	data	is	transferred	outside	the	
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EEA-Area	 to	 third	 countries.	 Without	 such	 precautions,	 it	 would	 be	 very	 easy	 to	 undermine	 the	 high	

standards	of	data	protection	established	by	the	Data	Protection	Directive	as	it	takes	minimal	effort	to	move	

data	around	in	international	networks.	Therefore	the	current	legal	framework	set	up	by	the	Directive	states	

that	personal	data	can	only	be	transferred	to	countries	outside	the	EU	and	the	EEA	when	an	adequate	level	

of	protection	is	guaranteed.
59

	

The	European	Commission	has	the	power	to	determine	whether	a	third	country	ensures	an	adequate	level	

of	protection	by	reason	of	its	domestic	law	or	of	the	international	commitments	it	has	entered	into	(Article	

25	(6)	DPD).	A	list	of	such	third	countries	is	provided	by	the	European	Commission.
60

	It	must	be	noted	that	

the	previously	U.S.	Save	Harbour	Scheme	which	was	approved	by	the	Commission	has	been	dumped	by	the	

ECJ	and	can	no	longer	legitimize	the	transfer	to	the	United	States.
61

	As	a	consequence	of	this	the	European	

Commission	and	delegates	of	the	U.S.	entered	again	into	negotiations.	The	Commission	adopted	on	12	July	

2016	its	renewed	adequacy	decision	on	the	EU-U.S.	Privacy	Shield.
62

	The	EU-U.S.	Privacy	Shield	is	–	as	the	

preceding	 Save	 Harbour	 scheme	 -	 based	 on	 a	 system	 of	 self-certification	 by	 which	 U.S.	 organisations	

commit	 to	a	set	of	privacy	principles.	 It	 should	be	noted	that	again	strong	doubts	–	a.o.	by	the	European	

Data	 Protection	 Supervisor	 and	 national	 data	 protection	 authorities	 of	 the	 EU	 Member	 States	 -	 on	 the	

legitimacy	of	the	EU-U.S.	Privacy	Shield	decision	of	the	Commission	are	raised	and	it	may	be	only	a	matter	

of	time	that	the	ECJ	will	rescind	it	as	well.
63

	

Member	States	may	authorize	a	transfer	or	a	set	of	transfers	of	personal	data	to	a	third	country	which	does	

not	ensure	an	adequate	level	of	protection,	where	the	controller	adduces	adequate	safeguards	with	respect	

to	the	protection	of	the	privacy	and	fundamental	rights	and	freedoms	of	individuals	(Art.	26	(2)	DPD).	The	

Directive	 provides	 one	 explicit	 example	 of	 such	 safeguards:	 appropriate	 contractual	 clauses.
64

	 Adequate	

safeguards	 can	 be	 reached	 by	 a	 contract	 between	 the	 data	 transferor	 and	 the	 transferee	 who	 may	

formulate	 the	 contract	 themselves	 or	 use	 the	 standard	 contractual	 clauses	 issued	 by	 the	 European	
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	 European	 Commission,	 Data	 transfers	 outside	 EU,	 http://ec.europa.eu/justice/data-protection/international-
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Commission.
65

	Pursuant	to	Art.	26	(4)	the	Commission	so	far	issued	-	in	order	to	harmonize	and	facilitate	the	

use	of	contractual	clauses
66

		-	two	sets	of	standard	clauses	for	transfer	of	personal	data	to	data	controllers	

established	outside	the	EU/EEA
67

	and	one	set	for	such	transfer	to	data	processors	established	outside	the	

EU/EEA
68

.	

In	 order	 to	 ensure	 an	 adequate	 level	 of	 protection	 for	 the	 personal	 data	 that	 is	 envisaged	 for	 transfer	

outside	of	 the	EU	the	chosen	contractual	provisions	“must	satisfactorily	compensate	for	the	absence	of	a	

general	level	of	protection,	by	including	the	essential	elements	of	protection	which	are	missing	in	any	given	

situation”.
69

	This	was	also	primary	guidance	when	formulating	the	standard	contractual	clauses	which	could	

be	seen	as	a	contractualized	version	of	the	Data	Protection	Directive.
70

	While	drafting	individual	contracts	

instructions	of	 the	Art.	29	Working	Party
71

	and	of	 course	 the	 standard	contractual	 clauses	 can	be	helpful	

guidance.	 One	 the	 one	 hand,	 using	 the	 issued	 standard	 contractual	 clauses	 has	 clearly	 recognizable	

advantages	such	as	legal	certainty	and	fast	implementation.
72

	On	the	other	hand,	they	only	provide	limited	

margin	 relating	 to	 the	 adaption	 to	 specific	 transfer	 situations
73

	 which	 is	 the	 reason	 why	 individual	

contractual	clauses	play	also	an	important	role.	
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In	this	context	it	should	be	noted	that	the	Irish	Data	Protection	Commissioner	is	planning	to	refer	to	the	ECJ	

to	clarify	whether	Facebook	can	continue	to	transfer	data	from	the	EU	to	the	U.S.	after	the	invalidation	of	

the	“Safe	Harbor”	system	as	the	application	of	US	mass	surveillance	laws	is	continuing.
74

	

Another	option	-	if	available	-	is	to	base	the	transfer	on	the	consent	of	the	data	subject	that	has	been	given	

unambiguously	to	the	transfer	(Art.	26	(1)	(a)	DPD).
75

	

Transfer	of	personal	data	 to	 third	countries	continues	 to	be	 restricted	under	 the	 regime	of	 the	GDPR.	The	
Commission	remains	the	power	to	determine	that	certain	countries	offer	an	adequate	level	of	protection	for	
personal	 data.	 The	 approvals	 made	 by	 the	 Commission	 stay	 valid.	 The	 instrument	 to	 use	 standard	
contractual	clauses	also	remains	an	option.	The	existing	sets	of	approved	clauses	will	be	usable.	

According	to	the	new	Regulation	the	data	subject	now	must	explicitly	consent	to	the	proposed	transfer	after	
having	been	 informed	of	the	possible	risks	of	such	transfers	 for	the	data	subject	due	to	the	absence	of	an	
adequacy	decision	and	appropriate	safeguards.	

	

2.4.	 ACTORS	 AND	 USE	 CASES	 FOR	 VIRTUAL	 AND	 TRANSNATIONAL	 ACCESS	 –	 A	 DATA	

PROTECTION	 LAW	 PERSPECTIVE	 WITH	 FOCUS	 ON	 THE	 CURRENT	 LEGAL	 SITUATION	

UNDER	THE	DATA	PROTECTION	DIRECTIVE	

2.4.1	ACTORS	

● Resource	 Infrastructure	 (RI):	 this	 is	 the	 SoBigData	 consortium	which	provides	 a	 set	 of	 facilities	 for	

discovering	 and	 executing	 experiments	 that	 involves	 dataset	 and	 methods.	 This	 facilities	 include	

among	 the	 others:	 datasets	 and	 methods	 catalogue,	 web	 based	 environment	 for	 running	 the	

experiments,	 final	 user	 registration	 and	 access	 management,	 tracking	 activities.	 It	 acts	 as	 an	

intermediary	platform	-	it	verifies	if	the	data	and	software	are	accessible	for	the	Final	User	and	if	the	

execution	is	technically	possible.	If	all	constraints	are	satisfied,	the	RI	chooses	a	computing	resource	

where	the	request	of	the	Final	User	will	be	executed.	

	

● Final	User	(Access):	registered	user	of	the	Research	Infrastructure.	A	Final	User	can	access	the	RI	both	

in	Virtual	Access	e.g.	remotely	from	his/her	computer	in	his/her	country,	or	 in	Transnational	Access	

e.g.	physically	visiting	one	of	the	RI	nodes.	For	the	transnational	access	the	country	of	the	Final	User	

has	to	be	different	from	the	country	of	the	visited	RI	node.	This	actor	can	be:	

i.			 a	person/company	coming	from	an	EU	country.	

ii.		 a	person/company	coming	from	no	EU	country.		
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● Software	Provider:	 this	 represents	who	 integrates/makes	available	 the	method	 (software)	 into	 the	

RI.	This	can	be	one	or	more	partners	of	the	consortium,	or	a	Final	User.	

	

● Dataset	Provider:	this	represents	who	integrates/makes	available	the	dataset	discoverable	from	the	

RI	catalogue.	This	can	be	one	or	more	partners	of	the	consortium,	or	a	Final	User.			

	

● Executor:	is	managing	the	node	where	the	analysis	is	performed.	This	actor	can	be	the	Final	User,	e.g.	

a	person	that	downloads	a	software	and/or	a	dataset	 from	the	RI	and	executes	 the	analysis	 locally	

(on	 his/her	 own	 computer),	 or	 an	 integrated	 RI	 node	 where	 the	 RI	 manages	 the	 execution.	 The	

Executor	can	be	the	same	of	the	Dataset	Provider	and/or	the	Software	Provider.	In	case	the	Executor	

is	 different	 from	 the	 Dataset	 and	 Software	 Providers,	 the	 RI	 manages	 to	 move	 (if	 technically	 and	

legally	possible)	the	dataset	and/or	the	software	to	the	execution	node.	In	the	case	of	integrated	RI	

node,	 each	 experiment	 can	 involve	 one	 or	 more	 executors.	 The	 Executor	 may	 use	 his/her	 own	

computing	resources	or	can	use	third	party	resources	e.g.	cloud	computing	by	Amazon,	Google	and	

others.	Third	party	resources	might	be	located	outside	the	EU.	

			

	2.4.2	USE	CASES	

We	have	listed	a	few	use	cases	that	can	show	how	the	analysis	will	be	performed	in	the	RI.	The	use	case	#1	

is	the	only	one	where	the	Final	User	is	in	control	of	the	actual	execution	of	the	software	on	the	dataset.	

Except	 in	use	case	No.	1,	the	Final	User	cannot	decide	who/where	the	execution	 is	performed,	but	the	RI	

software	manages	the	execution,	verifying	if	the	dataset	and/or	the	method	can	be	moved	and	choosing	a	

computing	resource	that	is	compatible	with	the	constraints	of	dataset	and	method.	A	complex	analysis	can	

be	composed	by	multiple	simple	analysis	steps	that	can	be	executed	in	different	nodes,	following	different	

use	cases.	

These	use	cases	will	show	which	actor	is	acting	as	a	data	controller	or	a	data	processor.	As	already	has	been	

elaborated	 it	 is	 the	data	controller	who	must	ensure	that	the	data	protection	principles,	e.g.	 the	purpose	

limitation	principle	as	well	as	the	principle	of	lawfulness	are	complied	with	(→	subsection	2.3.3	and	2.3.4).	

As	already	stated	it	is	not	permitted	to	process	personal	data	without	a	legal	basis.	This	norm	refers	to	all	

forms	of	processing	of	personal	data,	may	it	be	the	collection,	storage	or	the	use	of	the	personal	data	for	

analysis	purposes.	(→	subsection	2.3.4).	
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#1	DOWNLOAD	AND	LOCAL	EXECUTION	

In	 this	 case	 the	 Final	 User	 downloads	 datasets	 and	 methods	 and	 executes	 the	 analysis	 on	 his	 own	

computing	resources.		

●		 Final	User:	is	a	person	or	company	from	EU	(or	outside	EU).	

●		 Software	Provider:	one	of	the	RI	partners	

●		 Dataset	Provider:	one	of	the	RI	partners	

●		 Research	Infrastructure:	SoBigData	consortium	

● Executor:	The	Final	User	

		

Variants:	

1.	 The	Final	User	downloads	only	a	dataset	(using	his	own	method)	

2.	 The	Final	User	downloads	only	a	method	(using	his	own	dataset)	

	

	

	

		

	

	

	

	

	

	

Fig	1.	“Download	and	local	execution”	-	interactions	among	the	actors	

Base	Case:	

	In	this	scenario	the	Data	Provider	 is	a	data	controller.	The	transfer	of	 the	personal	data	to	the	Final	user	

must	have	a	 legal	basis,	as	e.g.	national	 implementations	of	Art.	8	(2)	 (e)	DPD	or	Art.	8	(4)	DPD.	The	data	

controller	also	has	to	take	care	of	the	data	protection	principles	set	up	 in	Art.	6	DPD	(→	subsection	2.3.3	

and	2.3.4).	
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If	the	transfer	to	the	Final	user	is	a	transfer	to	a	third	country	the	Data	Provider	also	must	ensure	to	comply	

with	the	additional	regulations	on	such	transfer	(→	subsection	2.3.5).	

The	Final	User	who	 receives	 the	data	also	qualifies	as	a	data	controller	as	 soon	as	he	 is	 in	 control	of	 the	

data.	Depending	on	the	circumstances	of	the	specific	case	he	must	also	comply	with	the	applicable	national	

data	protection	law.	This	is,	inter	alia,	the	case	if	he	is	established	in	one	of	the	European	Member	States.	If	

the	 user	 has,	 for	 example,	 his	 establishment	 in	 the	 UK	 he	 must	 comply	 with	 the	 British	 data	 protection	

regulations	(→	subsection	2.3.2).	

	

● Variant	1:	The	Final	User	downloads	only	a	dataset	(using	his	own	method)	

No	deviations	to	base	case.	

● Variant	2:	The	Final	User	downloads	only	a	method	(using	his	own	dataset)	

The	Final	User	is	the	only	actor	qualifying	as	a	data	controller.	

		

#2	EXECUTION	BY	THE	SOFTWARE	PROVIDER	

The	 RI	 manages	 to	 execute	 the	 analysis	 on	 the	 computing	 resources	 offered	 by	 the	 Software	 Provider	

because	for	technical	or	legal	reasons	the	software	cannot	be	moved.	

This	 requires	 that	 the	 dataset	 has	 to	 be	 temporarily	 copied	 from	 the	 Dataset	 Provider	 to	 the	 Software	

Provider/Executor.	

An	example	of	this	scenario	is	TagMe.	

		

●		 Final	User:	is	a	person	or	company	from	EU	(or	outside	EU).	

●		 Software	Provider:	one	of	the	RI	partners	

●		 Dataset	Provider:	one	of	the	RI	partners	

●				Research	Infrastructure:	SoBigData	consortium	

● Executor:	the	Software	Provider	

		

Variants:	

1. The	Software	Provider	can	use	third	party	computing	resources	e.g.	Amazon	

	

2. The	Final	User	can	use	his	own	dataset	
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Fig	2.	“Execution	by	the	Software	Provider”	-		interactions	among	the	actors	

	

Base	case:	

The	 Data	 Provider	 who	 transfers	 the	 data	 to	 the	 Software	 Provider	 qualifies	 as	 a	 data	 controller.	 The	

Software	Provider	qualifies	as	a	data	controller	in	this	use	case	when	he	receives	the	personal	data	and	is	

pursuing	the	analysis.	He	 is	not	acting	as	a	data	processor	 for	 the	Dataset	Provider	as	he	 is	not	acting	on	

behalf	of	him,	he	is	processing	the	received	personal	data	to	fulfill	his	own	task	within	the	SoBigData	project	

(performing	the	analysis	in	order	to	send	the	result	to	the	Final	User).	Moreover,	the	Dataset	Provider	also	

has	no	interest	in	the	result	of	the	analysis	as	such	which	also	speaks	against	qualifying	the	Dataset	Provider	

as	a	data	controller.	It	must	be	noticed	that	both	the	Dataset	Provider	and	the	Software	Provider	have	their	

own	tasks	within	the	research	infrastructure	which	they	seek	to	fulfil	and	they	act	independently	from	each	

other,	notwithstanding	the	fact	that	they,	of	course,	have	a	common	interest	in	making	the	infrastructure	

operate.	

Both	 the	 Data	 Provider	 and	 the	 Software	 Provider	 must	 comply	 with	 the	 data	 protection	 principles	 (→	

subsection	 2.3.3	 and	 2.3.4).	 The	 Dataset	 Provider	 must	 base	 the	 transfer	 of	 the	 personal	 data	 to	 the	

Software	Provider	on	a	legal	ground,	e.g.	national	implementations	of	Art.	8	(2)	(e)	DPD	or	Art.	8	(4)	DPD.	

The	same	applies	to	the	Software	Provider	for	collecting	the	personal	data	and	performing	the	analysis.	In	

case	 the	 Software	 Provider	 is	 not	 established	 in	 the	 EU/EEA-Area	 EU	 regulations	 on	 transfer	 of	 personal	

data	to	third	countries	must	be	followed	(→	subsection	2.3.5).	This	may	be	especially	relevant	for	a	transfer	

of	 the	 data	 to	 the	 Swiss	 partner	 ETH.	 Switzerland	 has	 been	 acknowledged	 as	 a	 country	 that	 ensures	 an	

adequate	level	of	protection.
76
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	Commission	Decision	2000/518/EC	of	26	July	2000	pursuant	to	Directive	95/46/EC	of	the	European	Parliament	and	

of	the	Council	on	the	adequate	protection	of	personal	data	provided	in	Switzerland	(notified	under	document	number	

C(2000)	2304).	
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	The	Final	User	–	as	long	as	the	result	does	not	entail	any	personal	data	–	is	not	a	data	controller	although	

he	finally	prompts	the	specific	analysis.	However,	this	does	not	put	him	in	the	controlling	position	of	a	data	

controller.	He	only	makes	a	request	and	according	to	the	defaults	by	the	RI	partners	providing	the	data	or	

the	analysis	services	this	will	be	granted	or	not.	The	Final	User	has	no	influence	on	the	data	processing	as	

such	(he	only	prompts	 it	by	a	request	using	RI).	He	has	no	access	to	the	data	and	cannot	determine	who	

shall	 have	 access	 or	 how	 long	 the	 data	 are	 stored	 etc.	 He	 also	 cannot	 fulfill	 the	 obligations	 of	 a	 data	

controller	 –(→	 subsection	 2.3.2	 (Excursus)	 and	 2.5).The	 authority	 to	 decide	 what	 happens	 with	 the	 data	

stays	with	Data	Provider/Software	Provider	and	the	Final	User	only	receives	the	research	results.	

In	case	 the	analysis	 result	entails	personal	data	 the	Final	User	qualifies	also	as	a	data	controller	when	he	

receives	the	results.	If	the	transfer	to	the	Final	User	would	entail	a	transfer	to	a	third	country	the	Software	

Provider	also	must	ensure	to	comply	with	the	additional	regulations	on	such	transfer	(→	subsection	2.3.5).	

	

● Variant	1:	The	Software	Provider	can	use	third	party	computing	resources	e.g.	Amazon	

The	 Software	Provider	who	 is	 using	 a	 third	party	 service	 to	do	 the	analysis	will	 enter	 into	 a	data	

controller-data	processor	 relationship	with	 this	 third	party	 subject	 to	 the	 condition	 that	 the	 third	

party	is	processing	the	data	on	behalf	of	the	Software	Provider	(→	subsection	2.3.2	(Excursus)).		In	

case	the	data	processor	is	established	in	a	third	country	the	regulations	on	transfer	of	personal	data	

to	a	third	country	must	be	complied	with	(→	subsection	2.3.5).	Eventually,	data	processors	that	are	

service	providers	specialized	 in	certain	processing	of	data	have	standard	services	and	contracts	to	

be	 signed	 by	 data	 controllers	 that	 also	 entail	 standard	 contractual	 clauses	 (→	 subsection	 2.3.2	

(Excursus)).	

		

●		 Variant	2:	The	Final	User	can	use	his	own	dataset	

The	Final	User	is	a	data	controller.	In	case	the	national	data	protection	law	of	on	EU	Member	State	is	

applicable	to	him	(→	subsection	2.3.2)	he	must	comply	with	data	protection	principles	and	must	be	

able	to	base	the	transfer	to	the	Software	Provider	on	a	legal	ground,	e.g.	national	implementations	of	

Art.	 8	 (2)	 (e)	 DPD	 or	 Art.	 8	 (4)	 DPD	 (→	 subsection	 2.3.3	 and	 2.3.4).	 Additionally,	 in	 the	 case	 the	

Software	Provider	is	not	established	in	the	EU/EEA-Area	EU	regulations	on	transfer	of	personal	data	

to	 third	 countries	must	be	 followed	by	 the	 Final	User	 (→	 subsection	2.3.5).	 This	may	be	especially	

relevant	for	a	transfer	of	the	data	to	the	Swiss	partner	ETH.	Switzerland	has	been	acknowledged	as	a	

country	that	ensures	an	adequate	level	of	protection.
77

	

The	Software	Provider	also	qualifies	as	a	data	controller.	Next	to	complying	with	the	data	protection	

principles	 it	 is	also	required	that	 the	collection	of	 the	personal	data	and	performing	of	 the	analysis	
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can	be	based	on	a	legal	ground	(→	subsection	2.3.3	and	2.3.4).	The	transfer	of	the	result	to	the	Final	

User	is	subject	to	data	protection	regulations	in	case	it	contains	personal	data.	

	

#3	EXECUTION	BY	THE	DATASET	PROVIDER	

The	 RI	 manages	 to	 execute	 the	 analysis	 on	 the	 computing	 resources	 offered	 by	 the	 Dataset	 Provider	

because	for	technical	or	legal	reasons	the	dataset	cannot	be	moved.	This	requires	that	the	method	has	to	

be	temporarily	copied	(and	executed)	from	the	Software	Provider	to	the	Dataset	Provider/Executor.	

An	example	of	this	scenario	can	be	the	German	WebArchive.	

	

●		 Final	User:	is	a	person	or	company	from	EU	(or	outside	EU).	

●		 Software	Provider:	one	of	the	RI	partners	

●		 Dataset	Provider:	one	of	the	RI	partners	

●				Research	Infrastructure:	SoBigData	consortium	

● Executor:	the	Dataset	Provider	

		

Variants:	

1.	 The	Dataset	Provider	can	use	third	party	computing	resources	e.g.	Google	

2.	 The	Final	User	can	use	provide	his	own	method	

		

Base	Case:	

	The	Dataset	Provider	qualifies	as	a	data	controller	and	must	comply	with	the	data	protection	principles.	It	is	

required	that	the	performing	of	the	analysis	can	be	based	on	a	legal	ground	(→	subsection	2.3.3	and	2.3.4).	

		

The	Final	user	–	as	long	as	the	result	does	not	entail	any	personal	data	–	is	not	a	data	controller	although	he	

is	initiating	the	analysis.	This	is	because	the	authority	to	decide	what	happens	with	the	data	stays	with	Data	

Provider/Software	Provider	and	the	Final	User	has	no	power	of	intervention	and	no	access	to	the	data	(use	

case	#	2).	He	only	receives	the	research	results.	
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In	case	the	analysis	result	entails	personal	data	–	then	the	Final	User	qualifies	also	as	a	data	controller	when	

he	receives	the	result.	If	the	transfer	to	the	Final	User	is	a	transfer	to	a	third	country	the	Data	Provider	also	

must	ensure	to	comply	with	the	additional	regulations	on	such	transfer	(→	subsection	2.3.5).	

		

● Variant	1:	The	Dataset	Provider	can	use	third	party	computing	resources	e.g.	Google	

	

In	case	the	Dataset	Provider	is	using	third	party	computing	resources	for	processing	steps,	the	third	

party	who	is	processing	the	data	will	act	as	a	data	processor	for	the	Dataset	Provider-(→	subsection	

2.3.2	(Excursus)).	Eventually	rules	on	the	transfer	to	third	countries	may	apply	(→	subsection	2.3.5).	

		

● Variant	2:	The	Final	User	can	provide	use	his	own	method	

No	deviations	to	base	case.	

		

#4	EXECUTION	BY	A	THIRD	NODE	

The	RI	manages	to	execute	the	analysis	on	a	node	managed	by	a	RI	partners.	

This	requires	that	both	the	Dataset	and	Method	have	to	be	temporarily	copied	to	the	Executor’s	node.	

	

●		 Final	User:	is	a	person	or	company	from	EU	(or	outside	EU).	

●		 Software	Provider:	one	of	the	RI	partners	

●		 Dataset	Provider:	one	of	the	RI	partners	

●				Research	Infrastructure:	SoBigData	consortium	

● Executor:	one	of	the	RI	partners	

		

Variants:	

1.	 The	Executor	can	use	third	party	computing	resources	e.g.	Google	

2.	 The	Final	User	can	use	his	own	dataset	and/or	method	
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		Fig	3.	“Execution	by	a	third	node”	-		interactions	among	the	actors	

	

	Base	case:	

The	Data	Provider	who	transfers	the	data	to	the	All	Purpose	Node	qualifies	as	a	data	controller.	Considering	

that	the	Executor	only	provides	the	resources	but	has	no	determining	power	if,	what	kind	of	data	and	how	

it	 is	going	to	be	processed,	it	 is	reasonable	to	declare	him	to	be	a	data	processor	for	the	Data	Provider.	It	

makes	most	sense	to	assign	the	role	of	a	data	controller	to	the	Data	Provider	also	for	the	performing	of	the	

analysis	as	this	way	there	would	not	be	a	transfer	of	the	data	to	a	third	party,	the	Data	Provider	retains	the	

data	within	his	 control	which	 is	 from	 the	data	protection	perspective	 a	 preferable	option.	 The	RI	 cannot	

overtake	this	role	as	a	data	controller	as	 it	 is	not	a	 legal	entity.	This	means	the	Data	Provider	stays	in	this	

constellation	also	the	data	controller	for	the	analysis	of	the	personal	data	and	the	transfer	of	the	result	(if	

that	contains	still	personal	data).	Consequence	of	 this	would	also	be	that	Data	Provider	and	the	Executor	

must	 conclude	 a	 data	 processing	 agreement	 (→	 subsection	 2.3.2	 (Excursus)).	 Eventually	 rules	 on	 the	

transfer	to	third	countries	may	apply	regarding	the	transfer	of	the	personal	data	to	the	data	processor	or	

the	transfer	of	the	results	to	the	Final	User	if	these	contain	personal	data	(→	subsection	2.3.5).	

The	 Final	 user	 –	 as	 long	 as	 the	 result	 does	not	 entail	 any	personal	 data	 –	 is	 not	 a	 data	 controller	 in	 this	

constellation	 although	he	 is	 initiating	 the	 analysis.	 This	 is	 because	 the	 authority	 to	 decide	what	 happens	

with	 the	data	 stays	with	Data	Provider/Executor	and	 the	Final	User	has	no	power	of	 intervention	and	no	

access	to	the	data.	He	only	receives	the	research	results.		

		

● 	Variant	1:	The	Executor	can	use	third	party	computing	resources	e.g.	Google		

In	 case	 the	 Executor	 is	 using	 third	 party	 computing	 resources	 for	 processing	 steps,	 the	 third	 party	

who	 is	 processing	 the	 data	 will	 act	 as	 a	 data	 processor	 for	 the	 Executor	 (→	 subsection	 2.3.2	

(Excursus)).	Eventually	rules	on	the	transfer	to	third	countries	may	apply	(→	subsection	2.3.5).	
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● Variant	2:	The	Final	User	can	use	his	own	dataset	and/or	method	

The	 Final	 User	 qualifies	 as	 a	 data	 controller	 as	 well	 when	 he	 uses	 his	 own	 data	 set.	 In	 case	 the	

national	 data	 protection	 law	 of	 on	 EU	 Member	 State	 is	 applicable	 to	 him	 (→	 subsection	 2.3.2)	 he	

must	comply	with	data	protection	principles	and	must	be	able	to	base	the	transfer	to	the	Software	

Provider	on	a	 legal	ground,	e.g.	national	 implementations	of	Art.	8	(2)	(e)	DPD	or	Art.	8	(4)	DPD	(→	

subsection	2.3.3	and	2.3.4).	The	Executor	and	the	Final	User	will	have	to	enter	into	a	data	controller-

data	processor	relationship	((→	subsection	2.3.2	(Excursus)).	The	Final	User	acts	as	a	data	controller	

when	 transferring	 the	 data	 to	 the	 Executor	 and	 is	 also	 responsible	 for	 the	 analysis	 of	 the	 data.	

Eventually	rules	on	the	transfer	to	third	countries	may	apply	(→	subsection	2.3.5).	

			

#5	TRANSNATIONAL	

The	Final	User	has	to	visit	one	of	the	RI	partners	in	order	to	perform	the	analysis.	

The	Executor	should	be	the	partner	that	is	visited.	Likely,	the	Executor	acts	also	as	Software	Provider	and/or	

Data	Provider.	

	

●		 Final	User:	is	a	person	or	company	from	EU	(or	outside	EU).	

●		 Software	Provider:	one	of	the	RI	partners	

●		 Dataset	Provider:	one	of	the	RI	partners	

●				Research	Infrastructure:	SoBigData	consortium	

●		 Executor:	one	of	the	RI	partners	

		

Variants:	

1.	 The	Executor	can	use	third	party	computing	resources	e.g.	Google	

2.	 The	Final	User	can	use	his	own	dataset	and/or	method	

	

Base	case:	

Data	controller	is	the	RI	Partner	who	is	providing	the	data	and	performing	the	analysis.	The	Data	controller	

must	have	a	 legal	basis,	as	e.g.	national	 implementations	of	Art.	8	(2)	 (e)	DPD	or	Art.	8	(4)	DPD.	The	data	
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controller	also	has	to	take	care	of	the	data	protection	principles	set	up	 in	Art.	6	DPD	(→	subsection	2.3.3	

and	2.3.4).	

	The	Final	user	–	as	long	as	the	result	does	not	entail	any	personal	data	–	is	not	a	data	controller	although	he	

is	initiating	the	analysis.	This	is	because	the	authority	to	decide	what	happens	with	the	data	stays	with	Data	

Provider	and	the	Final	User	has	no	power	of	 intervention	and	no	access	to	the	data.	He	only	receives	the	

research	results.	This	changes	if	the	analysis	result	entails	personal	data	–	then	the	Final	User	qualifies	also	

as	a	data	controller	when	he	receives	the	result.	 If	 the	transfer	to	the	Final	User	qualifies	as	a	transfer	of	

personal	 data	 to	 a	 third	 country	 the	 Data	 Provider	 also	 must	 ensure	 to	 comply	 with	 the	 additional	

regulations	on	such	transfer	(→	subsection	2.3.5).	

● 	Variant	1:	The	Executor	can	use	third	party	computing	resources	e.g.	Google	

In	 case	 the	 Executor	 is	 using	 third	 party	 computing	 resources	 for	 processing	 steps,	 the	 third	 party	

who	 is	 processing	 the	 data	 will	 act	 as	 a	 data	 processor	 for	 the	 Executor	 (→	 subsection	 2.3.2	

(Excursus)).	Eventually	rules	on	the	transfer	to	third	countries	may	apply	(→	subsection	2.3.5).	

● Variant	2:	The	Final	User	can	use	his	own	dataset	and/or	method	

No	deviations	to	base	case.	

	

2.5 THE	MAIN	RESPONSIBILITIES	OF	THE	RESPECTIVE	DATA	CONTROLLERS	

There	are	a	number	of	legal	responsibilities	on	the	data	controller.	

		

2.5.1 OBLIGATION	OF	LAWFUL	PROCESSING	

As	 already	 stated	 in	 effect	 all	 provisions	 setting	 conditions	 for	 lawfully	 processing	 of	 personal	 data	 are	

addressed	to	the	data	controller.	The	data	controller	must	ensure	that	the	processing	of	personal	data	he	

proceeds	is	in	compliance	with	the	data	protection	principles	set	up	in	Art.	6	(1)	DPD	(Art.	6	(2)	DPD).	

		

2.5.2 INFORMATION	DUTIES	TO	THE	DATA	SUBJECT	

The	data	controller	also	has	 information	duties	 towards	 the	data	subject.	The	Directive	distinguishes	 two	

situations:	 information	 in	cases	of	collection	of	data	 from	the	data	subject	 (Art.	10	DPD)	and	 information	

where	the	data	have	not	been	obtained	from	the	data	subject	(Art.	11	DPD).	

For	the	first	case	(information	has	been	collected	from	the	data	subject)	the	data	controller	must	provide	

the	data	subject	with	the	following	information	(except	if	he	or	she	already	has	it):	

● the	identity	of	the	controller	and	of	his	representative,	if	any;	

● the	purpose	of	the	processing	for	which	the	data	are	intended	
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● and	 any	 further	 information	 that	 is	 necessary	 to	 guarantee	 fair	 processing	 in	 respect	 of	 the	 data	

subject	 (such	as	 recipients	or	categories	of	 recipients	of	 the	data,	whether	 replies	 to	 the	questions	

are	obligatory	or	voluntary,	as	well	as	possible	consequences	of	failure	to	reply,	the	existence	of	the	

right	of	access	to	and	the	right	to	rectify	the	data	concerning	him).	

		

For	 the	 second	 case	 (information	 has	 not	 been	 obtained	 from	 the	 data	 subject)	 the	 controller	 or	 his	

representative	must	at	the	time	of	undertaking	the	recording	of	personal	data	or	 if	a	disclosure	to	a	third	

party	is	envisaged,	no	later	than	the	time	when	the	data	are	first	disclosed	provide	the	data	subject	with	at	

least	the	following	information,	except	where	he	or	she	already	has	it:	

● the	identity	of	the	controller	and	of	his	representative,	if	any;	

● the	purposes	of	the	processing;	

● any	 further	 information	 (such	 as	 the	 categories	 of	 data	 concerned,	 the	 recipients	 or	 categories	 of	

recipients,	the	existence	of	the	right	of	access	to	and	the	right	to	rectify	the	data	concerning	him)	in	

so	far	as	such	further	information	is	necessary,	having	regard	to	the	specific	circumstances	in	which	

the	data	are	processed,	to	guarantee	fair	processing	in	respect	of	the	data	subject.	

	

There	is	an	exception	to	this	information	duty	(where	the	information	has	not	been	obtained	from	the	data	

subject)	for	cases	of	processing	where	the	provision	of	such	information	seems	impossible	or	would	involve	

disproportionate	effort,	in	particular	for	processing	for	statistical	purposes	or	for	the	purposes	of	historical	

or	scientific	research.	Member	States	must	have	provided	appropriate	safeguards	for	the	data	subject	(Art.	

11	(2)	DPD).	

The	Regulation	still	distinguishes	between	the	situation	that	the	personal	data	have	been	collected	directly	
from	the	data	subject	(Art.	13	GDPR)	and	where	they	have	not	been	obtained	directly	from	the	data	subject	
(Art.	14	GDPR).	Both	norms	are	more	comprehensive	regarding	to	the	information	duties,	at	least	if	it	comes	
to	 explicitly	 listing	 them.	 The	Directive	 left	 quite	 some	 scope	of	 interpretation	as	well	when	 requiring	 the	
provision	of	any	further	information	in	so	far	as	such	is	necessary	to	guarantee	fair	processing.	However,	the	
GDPR	 gives	 more	 concrete	 guidance	 as	 to	 which	 information	 needs	 to	 be	 given	 to	 the	 data	 subject.	 For	
example,	 contact	details	of	 the	data	protection	officer	must	be	provided	as	well	as	 the	 legal	basis	 for	 the	
processing.	Art.	13	(1)	GDPR	lists	all	obligatory	information,	paragraph	2	mentions	further	information	the	
data	 controller	needs	 to	 supply	 if	 it	 is	 necessary	 to	 ensure	 fair	 and	 transparent	processing-->.	 In	 case	 the	
data	controller	envisages	a	secondary	use	for	the	data	the	data	subject	must	be	informed	about	this	as	well.	
Art.	 14	GDPR	 that	 considers	 personal	 data	 that	 have	 not	 been	 directly	 obtained	 from	 the	 data	 subject	 is	
similarly	structured	as	Art.	13	GDPR.	The	types	of	information	that	must	be	given	are	listed	in	paragraph	1,	2	
and	4.	Art.	14	(3)	GDPR	prescribes	the	time	limits	within	the	information	must	be	given	and	paragraph	5	sets	
up	 exceptions	 for	 the	 information	 duty	 arising	 from	 Art.	 14	 GDPR.	 Inter	 alia	 the	 information	 duty	 is	 not	
existent	if	the	provision	of	such	information	proves	impossible	or	would	involve	a	disproportionate	effort,	in	
particular	 for	 processing	 for	 archiving	 purposes	 in	 the	 public	 interest,	 scientific	 or	 historical	 research	
purposes	or	statistical	purposes,	subject	to	the	conditions	and	safeguards	referred	to	in	Article	89(1)	or	in	so	
far	as	the	obligation	referred	to	in	paragraph	1	of	this	Article	is	likely	to	render	impossible	or	seriously	impair	
the	 achievement	 of	 the	 objectives	 of	 that	 processing.	 In	 such	 cases	 the	 controller	 shall	 take	 appropriate	
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measures	to	protect	 the	data	subject's	 rights	and	freedoms	and	 legitimate	 interests,	 including	making	the	
information	 publicly	 available.	 Eventually	 the	 information	 duty	 arising	when	 the	 data	 is	 collected	 directly	
from	the	data	subject	may	be	lifted	by	Member	States	through	legislative	measures	according	to	Art.	22	(1)	
(e)	GDPR.78

	

	

2.5.3 DATA	SUBJECT’S	RIGHTS	

Rights	that	data	subjects	enjoy	are	also	framed	in	such	a	way	to	create	obligations	on	the	side	of	the	data	

controller.		

2.5.3.1	RIGHT	OF	ACCESS	

Data	 Subjects	 shall	 according	 to	 Art.	 12	 DPD	 have	 the	 right	 to	 obtain	 without	 constraint	 at	 reasonable	

intervals	and	without	excessive	delay	or	expense	

● confirmation	as	to	whether	or	not	data	relating	to	him	or	her	are	being	processed	and	information	at	

least	as	 to	 the	purposes	of	 the	processing,	 the	categories	of	data	concerned,	and	 the	 recipients	or	

categories	of	recipients	to	whom	the	data	are	disclosed,	

● communication	 to	 him	or	 her	 in	 an	 intelligible	 form	of	 the	data	 undergoing	processing	 and	of	 any	

available	information	as	to	their	source,	

● knowledge	of	 the	 logic	 involved	 in	any	automatic	processing	of	data	concerning	him	at	 least	 in	 the	

case	of	the	automated	decisions.	

In	contrast	to	the	information	duties	data	subjects	must	actively	exercise	their	right	to	access.	

	

The	Regulation	regulates	in	Art.	15	the	right	of	access	by	the	data	subject	giving	now	clearly	a	right	of	access	
to	 the	 personal	 data	 further	 prescriptions	 about	 the	 access	 procedure	 (Art.	 15	 (3)	 DPD).	 Eventually	 the	
information	duty	arising	when	the	data	is	collected	directly	from	the	data	subject	may	be	lifted	by	Member	
States	through	legislative	measures	according	to	Art.	22	(1)	(e)	GDPR.79

		

	

	

	

																																																													

78
	It	is,	however,	not	entirely	clear	whether	scientific	research	qualifies	as	an	important	objective	of	general	

public	interest.	

79
	Ibid.	
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2.5.3.2	RIGHT	TO	CORRECT,	ERASURE	OR	BLOCKING	OF	TRANSFER	OF	INACCURATE	OR	INCOMPLETE	DATA	

Data	Subjects	also	have	the	right	to	obtain	from	the	data	controller	as	appropriate	the	rectification,	erasure	

or	 blocking	 of	 data	 the	 processing	 of	 which	 does	 not	 comply	 with	 the	 provisions	 of	 this	 Directive,	 in	

particular	because	of	 the	 incomplete	or	 inaccurate	nature	of	 the	data	 (Art.	12	 (b)	DPD).	The	data	subject	

shall	 also	be	 in	 the	position	 to	 require	 from	the	data	controller	notification	 to	 third	parties	 to	whom	the	

data	 have	 been	 disclosed	 of	 any	 such	 rectification,	 erasure	 or	 blocking	 carried	 out,	 unless	 this	 proves	

impossible	or	involves	a	disproportionate	effort	(Art.	12	(c)	DPD).	

Art.	 13	 DPD	 provides	 another	 relevant	 exception	 to	 all	 rights	 mentioned	 in	 Art.	 12	 DPD:	 “Subject	 to	

adequate	 legal	 safeguards,	 in	 particular	 that	 the	 data	 are	 not	 used	 for	 taking	 measures	 or	 decisions	

regarding	 any	 particular	 individual,	 Member	 States	 may,	 where	 there	 is	 clearly	 no	 risk	 of	 breaching	 the	

privacy	of	the	data	subject,	restrict	by	a	legislative	measure	the	rights	provided	for	in	Article	12	when	data	

are	processed	solely	for	purposes	of	scientific	research	or	are	kept	in	personal	form	for	a	period	which	does	

not	exceed	the	period	necessary	for	the	sole	purpose	of	creating	statistics.”	

The	right	to	rectification	is	now	laid	down	in	Art.	16	of	the	Regulation.	Art.	17	(1)	GDPR	lays	down	the	right	
to	erasure	which	is	restricted	by	Art.	17	(3)	GDPR	which	implies	that	the	right	to	erasure	cannot	be	enforced	
if	 the	 processing	 is	 necessary	 for	 archiving	 purposes	 in	 the	 public	 interest,	 scientific	 or	 historical	 research	
purposes	 or	 statistical	 purposes	 in	 accordance	 with	 Article	 89(1)	 in	 so	 far	 as	 the	 right	 referred	 to	 in	
paragraph	 1	 is	 likely	 to	 render	 impossible	 or	 seriously	 impair	 the	 achievement	 of	 the	 objectives	 of	 that	
processing.	

		

2.5.3.3	RIGHT	TO	OBJECT	

	The	data	subject	shall	be	given	under	certain	circumstances	also	the	right	to	object	to	the	processing	of	his	

or	her	personal	data	in	the	cases	where	the	processing	is	based	on	Art.	7	(f)	DPD	on	compelling	legitimate	

grounds	relating	to	his	particular	situation,	unless	otherwise	provided	by	national	legislation	(Art.	14	DPD).		

Art.	21	GDPR	provides	a	right	to	object	on	grounds	relating	to	the	data	subject’s	particular	situation.	These	
do	not	have	to	be	of	a	compelling	nature.	Instead	it	is	now	provided	that	if	the	controller	can	demonstrate	
compelling	legitimate	grounds	that	override	the	interests,	rights	and	freedoms	of	the	data	subject	he	can	go	
on	with	the	processing.	

		

2.5.3.4	COMMUNICATION	OF	A	DATA	BREACH	TO	THE	DATA	SUBJECT	

In	case	of	a	personal	data	breach	with	the	likely	result	 in	a	high	risk	to	the	rights	and	freedoms	of	natural	
persons,	the	controller	shall	communicate	the	personal	data	breach	to	the	data	subject	without	undue	delay	
(Art.	34	(1)	GDPR).	The	communication	to	the	data	subject	shall	not	be	required	if	the	conditions	in	Art.	34	
(3)	GDPR	are	met.	
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2.5.4 SECURITY	

The	controller	must	implement	appropriate	technical	and	organizational	measures	to	protect	personal	data	

against	accidental	or	unlawful	destruction	or	accidental	loss,	alteration,	unauthorized	disclosure	or	access,	

in	particular	where	the	processing	 involves	the	transmission	of	data	over	a	network,	and	against	all	other	

unlawful	 forms	of	processing.	Having	regard	to	 the	state	of	 the	art	and	the	cost	of	 their	 implementation,	

such	measures	shall	ensure	a	 level	of	security	appropriate	to	the	risks	represented	by	the	processing	and	

the	nature	of	the	data	to	be	protected	(Art.	17	(1)	DPD).	

The	data	controller	who	has	engaged	a	data	processor	who	is	carrying	out	the	processing	on	his	behalf	must	

carefully	choose	a	processor	providing	sufficient	guarantees	 in	 respect	of	 the	 technical	 security	measures	

and	organizational	measures	governing	the	processing	to	be	carried	out,	and	must	secure	compliance	with	

those	measures	(Art.	17	(2)	DPD).	

Section	7	of	 the	Data	Protection	Act	of	Niedersachsen	 implements	Art.	17	DPD	providing	 that	public	and	

private	 bodies	 processing	 personal	 data	 either	 on	 their	 own	behalf	 or	 on	 behalf	 of	 others	 shall	 take	 the	

technical	and	organizational	measures	necessary	to	ensure	the	implementation	of	the	provisions	of	this	Act.	

Measures	 shall	 be	 required	 only	 if	 the	 effort	 involved	 is	 reasonable	 in	 relation	 to	 the	 desired	 level	 of	

protection.	 Section	17	 (2)	DPD	mentions	measures	 that	have	 to	be	 taken	by	 the	data	 controllers	 such	as	

preventing	that	unauthorized	persons	gain	access	to	data	processing	systems	with	which	personal	data	are	

processed	 or	 used	 or	 ensuring	 that	 personal	 data	 cannot	 be	 read,	 copied,	modified	 or	 removed	without	

authorization	or	to	ensure	that	personal	data	are	protected	from	accidental	destruction	or	loss.	

The	 Regulation	 provides	 in	 Art.	 32	 that	 the	 controller	 and	 the	 processor	 shall	 implement	 appropriate	
technical	 and	 organisational	 measures	 to	 ensure	 a	 level	 of	 security	 appropriate	 to	 the	 risk,	 taking	 into	
account	 the	 state	of	 the	art,	 the	 costs	of	 implementation	and	 the	nature,	 scope,	 context	and	purposes	of	
processing	 as	 well	 as	 the	 risk	 of	 varying	 likelihood	 and	 severity	 for	 the	 rights	 and	 freedoms	 of	 natural	
persons.	 In	assessing	the	appropriate	 level	of	security	account	shall	be	taken	 in	particular	of	the	risks	that	
are	 presented	 by	 processing,	 in	 particular	 from	 accidental	 or	 unlawful	 destruction,	 loss,	 alteration,	
unauthorised	 disclosure	 of,	 or	 access	 to	 personal	 data	 transmitted,	 stored	 or	 otherwise	 processed.	 The	
Regulation	also	list	examples	that	can	be	used	as	appropriate,	for	instance:	

• the	pseudonymisation	and	encryption	of	personal	data;	
• the	ability	 to	ensure	 the	ongoing	 confidentiality,	 integrity,	availability	and	 resilience	of	processing	

systems	and	services;	
• the	ability	to	restore	the	availability	and	access	to	personal	data	in	a	timely	manner	in	the	event	of	a	

physical	or	technical	incident;	
• a	 process	 for	 regularly	 testing,	 assessing	 and	 evaluating	 the	 effectiveness	 of	 technical	 and	

organisational	measures	for	ensuring	the	security	of	the	processing.	
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2.5.5 DATA	PROTECTION	BY	DESIGN	AND	BY	DEFAULT	

The	GDPR	introduces	also	 in	Art.	25	the	concept	of	“data	protection	by	design”	which	intends	that	privacy	
should	 be	 a	 feature	 of	 the	 development	 of	 a	 product,	 rather	 than	 something	 that	 is	 tacked	on	 later.	 The	
controller	 shall	 at	 the	 time	 of	 the	 determination	 of	 the	 means	 for	 processing	 and	 at	 the	 time	 of	 the	
processing	itself,	implement	appropriate	technical	and	organisational	measures,	such	as	pseudonymisation,	
which	 are	 designed	 to	 implement	 data-protection	 principles,	 such	 as	 data	 minimisation,	 in	 an	 effective	
manner	and	to	integrate	the	necessary	safeguards	into	the	processing	in	order	to	meet	the	requirements	of	
this	Regulation	and	protect	the	rights	of	data	subjects.	In	doing	so	he	must	consider	the	state	of	the	art,	the	
cost	of	implementation	and	the	nature,	scope	and	context	and	purposes	of	processing	as	well	as	the	risks	for	
the	data	subject.	The	data	controller	shall	also	provide	appropriate	technical	and	organisational	measures	
for	ensuring	that,	by	default,	 that	only	personal	data	which	are	necessary	for	each	specific	purpose	of	the	
processing	are	processed.	 That	obligation	applies	 to	 the	amount	of	personal	data	 collected,	 the	extent	of	
their	processing,	the	period	of	their	storage	and	their	accessibility.	In	particular,	such	measures	shall	ensure	
that	by	default	personal	data	are	not	made	accessible	without	the	individual's	intervention	to	an	indefinite	
number	of	natural	persons.	

	

2.5.6 DATA	PROTECTION	IMPACT	ASSESSMENT	

The	Regulation	 also	 obliges	 data	 controllers	 in	 cases	where	 a	 type	 of	 processing	 poses	 a	 high	 risk	 to	 the	
rights	and	freedoms	of	the	data	subject	to	carry	out	,	prior		to	the	processing,	an	assessment	of	the	impact	
of	the	envisaged	processing	operations	on	the	protection	of	personal	data.	Art.	35	(3)	GDPR	lists	cases	where	
a	data	protection	impact	assessment	shall	be	especially	required,	e.g.	processing	on	a	large	scale	of	special	
categories	of	data	or	a	systematic	monitoring	of	a	publicly	accessible	area	on	a	 large	scale.	The	controller	
shall	consult	the	supervisory	authority	prior	to	processing	where	a	data	protection	impact	assessment	under	
Article	35	indicates	that	the	processing	would	result	in	a	high	risk	in	the	absence	of	measures	taken	by	the	
controller	to	mitigate	the	risk	(Art.	36	(1)	GDPR).		

			

EXCURSUS:	ASSESSING	THE	PRIVACY	RISK	

In	order	to	increase	the	practical	impact	of	the	privacy-preserving	techniques,	and	making	them	effectively	

applicable	on	 large	 scale,	a	 framework	enabling	a	 systematic	 reasoning	on	 the	 trade-off	between	privacy	

protection	and	data	quality	could	be	useful.	This	kind	of	reasoning	represents	a	key	step	for	the	selection	of	

a	 specific	 privacy	 preserving	 technique	 suitable	 for	 a	 given	 dataset.	 To	 this	 end,	 we	 propose	 a	 system	

designed	for	assisting	responsible	organizations	in	the	sharing	of	personal	data	preventing	privacy	violations	

and	helping	them	to	consciously	choose	the	proper	anonymization	method	and,	possibly,	apply	 it	only	on	

the	portion	of	risky	data.	

Our	 proposed	 system	 (described	 in	 Pratesi	 et.	 al.)	 is	 general	 and	 simply	 requires	 the	 implementation	 of	

privacy	measures	for	the	risk	assessment	and	of	privacy-preserving	transformations	for	the	risk	mitigation.	
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Given	any	pair	of	these	two	components,	the	framework	enables	each	data	controller	in	the	exploration	of	

privacy	risks	related	to	the	data,	in	combination	of	the	corresponding	data	quality.	

We	 validate	 this	 framework	 in	 the	 context	 of	 location	 and	 movement	 data	 using	 a	 large-scale	 mobility	

dataset	pertaining	to	the	vehicular	GPS	traces	of	tens	of	thousands	private	cars	observed	over	a	month.	

	

THE	PROPOSED	ECOSYSTEM	

	

Fig	4.	Privacy-aware	data	sharing	ecosystem.	

	

We	 envision	 an	 ecosystem	 for	 data	 sharing,	 enabled	 by	 our	 system	 of	 privacy	 risk	 assessment,	 i.e.,	 the	

measurement	of	 the	empirical	privacy	 risk	 inherent	 to	 the	data	 to	be	 transferred	 from	the	Data	Provider	

(DP)	to	the	Data	Analyst	(DA).	The	architecture	of	the	ecosystem	is	illustrated	in	Fig.	4.	Here,	DA’s	aim	is	to	

develop	 services	 based	 on	 information	 extracted	 from	 the	 raw	 personal	 data	 stored	 by	 the	 DP,	 which	

cannot	 be	 directly	 shared	 without	 a	 high	 risk	 of	 compromising	 users’	 privacy.	 Therefore,	 DP	 needs	 to	

examine	a	repertoire	of	possible	transformations	of	the	raw	data	to	the	purpose	of	selecting	one	specific	

transformation	 that	 yields	 an	 adequate	 trade-off	 between	 data	 quality	 and	 privacy	 risk.	 The	 systematic	

exploration	of	this	search	space	of	possible	transformations	is	precisely	the	scope	of	our	proposed	privacy	

risk	system.	It	 is	based	on	a	methodology	for	the	measurement	of	the	empirical	privacy	risk	associated	to	

users	in	the	different	possible	pre-processing	transformations	of	raw	data	(e.g.,	aggregations,	selections	and	

filtering),	or	data	views.	In	the	following	by	privacy	risk	we	intend	the	probability	that	a	specific	user	is	re-

identified	 in	 a	 specific	 released	 dataset,	 i.e.,	 the	 probability	 that	 a	 specific	 user’s	 identity	 is	 correctly	

associated	 to	 own	 data,	 while	 by	 empirical	 privacy	 risk	 we	 intend	 the	 distribution	 of	 the	 risk,	 i.e.	 ,	 re-



SoBigData	–	654024	 	 www.sobigdata.eu	

	 	

	 	

	
D2.2	Legal	and	Ethical	Framework	 	 Page	52	of	87	

identification	 probability,	 over	 the	 entire	 population	 of	 users	 represented	 in	 the	 dataset.	 Within	 these	

assumptions,	the	ecosystem	operates	according	to	the	following	workflow:	

	

1. DA	specifies	the	data	requirements	for	the	target	service.	

2. DP	identifies	the	dimensions	along	which	raw	data	can	be	aggregated,	selected	and	filtered.	

3. DP	generates	the	collection	of	data	views	with	reference	to	all	selected	dimensions.	

4.	 DP	 identifies	 the	 possible	 attacks	 that	 a	 malicious	 adversary	 might	 conduct	 on	 a	 data	 view	 to	 re-

identify	users.	

5. For	each	data	view,	DP	performs	the	privacy	risk	assessment	by	empirically	measuring,	on	the	user	

population	 in	 the	 data,	 the	 distribution	 of	 the	 probability	 that	 attacks	 succeed.	 The	 privacy	 risk	

assessment	is	carried	out	in	tandem	with	data	quality,	measured	in	terms	of	coverage,	i.e.,	amount	of	

information	preserved	considering	only	users	with	risk	below	any	specified	thresholds.	The	complete	

repertoire	of	data	views	with	associated	risk	and	quality	measurements	is	referred	to	as	data	catalog.	

6. DP	explores	the	data	catalog	to	select	the	data	view	and	the	risk	threshold	representing	an	adequate	

trade-off	 between	 risk	 and	 quality,	 given	 the	 data	 requirements	 for	 the	 target	 service	 and	 the	

expected	level	of	tolerated	risk.		 	

7. Given	the	candidate	data	view	and	tolerated	risk	threshold,	DP	performs		 risk	mitigation,	 i.e.,	 applies	

a	 privacy-preserving	 transformation	 to	 eliminate	 the	 residual	 risk	 and	 ensure	 that	 all	 users	 in	 the	

sanitized	data	view	fall	below	the	risk	threshold.	The	advantage	of	applying	such	sanitization	after	the	

privacy	risk	assessment	gives	the	possibility	of	focusing	on	the	problematic	cases,	i.e.,	users	above	the	

tolerated	 risk,	 when	 applying	 privacy	 preserving	 transformations	 such	 as	 removal,	 generalization,	

randomization,	etc.		 	

8. DP	reiterates	 the	privacy	risk	assessment	on	the	sanitized	data	view,	and	delivers	 it	 to	 the	DA	with	

the	measurement	of	the	empirical	risk	and	the	final	coverage	of	users’	data.		 	

END	OF	EXKURSUS	

2.5.7 NOTIFICATION	DUTY	TO	SUPERVISORY	AUTHORITIES	IN	CASE	OF	A	DATA	BREACH 	 	

In	the	case	of	a	personal	data	breach,	the	controller	shall	without	undue	delay	and,	where	feasible,	not	later	
than	 72	 hours	 after	 having	 become	 aware	 of	 it,	 notify	 the	 personal	 data	 breach	 to	 the	 competent	
supervisory	 authority,	 unless	 the	 personal	 data	 breach	 is	 unlikely	 to	 result	 in	 a	 risk	 to	 the	 rights	 and	
freedoms	of	natural	persons	(Art.	33	GDPR).	

2.5.8 DAMAGES	

The	controller	is	also	held	liable	for	any	damage	caused	by	unlawful	processing	unless	he	can	prove	that	he	

is	not	responsible	for	the	event	giving	rise	to	damage.	The	number	of	actors	in	the	transmission	of	data	can	

complicate	the	assessment	who	is	responsible	for	the	breach	of	a	data	protection	principle,	notably	in	the	
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event	 of	 an	 unauthorized	 disclosure	 to	 a	 third	 party.	 Transparency	 in	 the	 network	 organization	 can	 help	

obscuring	responsibility.
80

	

	

2.6 META	 DATA	 TO	 SUPPORT	 THE	 USER	 TO	 COMPLY	 WITH	 DATA	 PROTECTION	

REGULATIONS	

Our	idea	in	defining	the	meta	data	for	integrating	the	legal	aspects	into	the	dataset	description	is	to	provide	

to	the	final	user	a	tool	to	make	the	user	 informed	that	he/she	 is	managing	personal	data.	 It	 is	one	of	the	

aims	of	the	RI	to	integrate	the	ethical	and	legal	aspect	as	a	central	element	of	the	social	mining	experiments	

performed	within	the	RI.	 In	this	perspective,	this	section	reports	a	high-level	description	of	the	meta	data	

concept.	Meta	data	will	describe	a	data	set	in	the	RI	catalogue.	A	set	of	meta	data	will	be	implemented	in	

the	first	release	of	the	RI.	The	set	of	meta	data	that	records	the	feature	of	the	meta	data	is	available	in	the	

following	 deliverable	 “D8.1	 Data	 Management	 Report”81
.	 In	 this	 context	 it	 will	 be	 shown	 how	 the	

aforementioned	meta	data	 concept	will	 be	 used	 for	 covering	 also	 legal	 aspects.	Moreover,	 our	 aim	 is	 to	

utilise	these	legally	relevant	meta	data	in	order	to	implement	a	tool	to	inform	the	Final	User	in	a	graphical	

way	that	the	requested	download	of	data	or	the	experiment	requested	involves	the	transfer	or	processing	

of	a	dataset	containing	personal	data.	For	example,	the	definition	of	a	sort	of	semaphore	that	is	green	if	no	

personal	data	are	involved	and	becomes	red	if	personal	data	are	used	in	the	analysis.			

General	 issues	 from	 the	 legal	 perspective	 are	 that	 the	 legal	 evaluation	 in	 the	 field	 of	 data	 protection	

depends	a	lot	on	the	context	which	may	relate	to	circumstances	that	have	not	been	considered	by	the	Data	

Provider	 at	 the	 time	 of	 the	 evaluation	 or	 that	 have	 changed	 without	 his	 knowledge.	 For	 example,	

determining	whether	data	 is	 personal	 or	non-personal	 is	 a	 difficult	 task	 and	 the	outcome	of	 the	 analysis	

might	also	change	with	the	time	as	circumstances	can	occur	that	will	lead	to	a	change	in	the	evaluation	but	

none	 of	 the	 parties	 processing	 the	 data	 realizes	 that	 change	 in	 time	 (→	 subsection	 2.3.1.1).	 A	 second	

example	for	this	issue	is	determining	whether	data	sets	contain	sensitive	personal	data.	Data	might	on	first	

sight	 give	 not	 away	 a	 circumstance	 one	 would	 relate	 with	 e.g.	 health	 condition,	 but	 can	 be	 in	 another	

context	 relevant	 in	 that	 respect.	 Data	 Providers	 therefore	 must	 steadily	 and	 carefully	 assess	 the	 legally-

relevant	meta	data.	 In	cases	where	data	 is	transferred	to	a	third	party	a	disclaimer	 is	considered	that	will	

point	out	that	the	responsibility	for	the	processing	of	the	downloaded	data	is	still	with	the	end	user	who	will	

use	the	data.	The	Final	User	must	himself	verify	whether	the	envisaged	processing	 is	compatible	with	the	

applicable	(data	protection)	law.	The	meta	data	should	by	Final	Users	only	be	used	for	a	first	evaluation.	

	

	

																																																													

80
	Terwangne,	C.,	Louveaux,	S.,	Data	protection	and	online	networks,	Computer	Law	&	Security	Report	vol.	13	no.	4	

1997,	p.	243.	

81
	(http://goo.gl/kXlhGH).	
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Data	 protection	 relevant	
meta	data		

Description	

		 Data	Protection	Directive	(DPD)	 General	 Data	 Protection	 Regulation	
(GDPR)	

Personal	data	 “information	 relating	 to	 an	 identified	 or	
identifiable	 natural	 person	 ('data	 subject');	 an	
identifiable	person	is	one	who	can	be	identified,	
directly	 or	 indirectly,	 in	 particular	 by	 reference	
to	 an	 identification	 number	 or	 to	 one	 or	 more	
factors	 specific	 to	 his	 physical,	 physiological,	
mental,	 economic,	 cultural	 or	 social	 identity	
“(Art.	2	(a)	DPD);	

	

“whereas,	 to	 determine	 whether	 a	 person	 is	
identifiable,	 account	 should	 be	 taken	 of	 all	 the	
means	likely	reasonably	to	be	used	either	by	the	
controller	or	by	any	other	person	to	identify	the	
said	 person;	 whereas	 the	 principles	 of	
protection	 shall	 not	 apply	 to	 data	 rendered	
anonymous	 in	such	a	way	that	the	data	subject	

“any	 information	 relating	 to	 an	 identified	 or	
identifiable	 natural	 person	 (‘data	 subject’);	 an	
identifiable	 natural	 person	 is	 one	 who	 can	 be	
identified,	 directly	 or	 indirectly,	 in	 particular	 by	
reference	 to	 an	 identifier	 such	 as	 a	 name,	 an	
identification	number,	location	data,	an	online	

identifier	 or	 to	 one	 or	 more	 factors	 specific	 to	 the	
physical,	 physiological,	 genetic,	 mental,	 economic,	
cultural	or	social	 identity	of	that	natural	person”	(Art.	
4	(1)	GDPR);	

	

“The	principles	of	data	protection	should	apply	to	any	
information	 concerning	 an	 identified	 or	 identifiable	
natural	 person.	 Personal	 data	 which	 have	 undergone	
pseudonymisation,	 which	 could	 be	 attributed	 to	 a	
natural	 person	 by	 the	 use	 of	 additional	 information	



SoBigData	–	654024	 	 www.sobigdata.eu	
	 	
	 	

	
D2.2	Legal	and	Ethical	Framework	 	 Page	55	of	87	

is	no	longer	identifiable”	(Recital	26	DPD);		

	

de-identification	 measures	 taken	 may	 not	 be	
enough	to	consider	the	data	as	anonymized	data	
in	a	legal	sense;	

		

the	threshold	for	evaluating	data	as	anonymized	
is	very	high,	especially,	if	the	data	is	not	kept	in	
a	closed	environment	where	control	is	held	who	
has	 access	 to	 the	data	 and	other	measures	 are	
taken	to	prevent	re-identification	

should	 be	 considered	 to	 be	 information	 on	 an	
identifiable	 natural	 person.	 To	 determine	 whether	 a	
natural	person	is	identifiable,	account	should	be	taken	
of	all	 the	means	reasonably	 likely	to	be	used,	such	as	
singling	 out,	 either	 by	 the	 controller	 or	 by	 another	
person	 to	 identify	 the	 natural	 person	 directly	 or	
indirectly.	To	ascertain	whether	means	are	reasonably	
likely	 to	 be	 used	 to	 identify	 the	 natural	 person,	
account	should	be	 taken	of	all	objective	 factors,	 such	
as	 the	 costs	 of	 and	 the	 amount	 of	 time	 required	 for	
identification,	 taking	 into	 consideration	 the	 available	
technology	 at	 the	 time	 of	 the	 processing	 and	
technological	 developments.	 The	 principles	 of	 data	
protection	 should	 therefore	 not	 apply	 to	 anonymous	
information,	 namely	 information	 which	 does	 not	
relate	to	an	identified	or	identifiable	natural	person	or	
to	 personal	 data	 rendered	 anonymous	 in	 such	 a	
manner	 that	 the	 data	 subject	 is	 not	 or	 no	 longer	
identifiable.	 This	 Regulation	 does	 not	 therefore	
concern	 the	 processing	 of	 such	 anonymous	
information,	 including	 for	 statistical	 or	 research	
purposes.”	

	

(Recital	26	GDPR)	
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Non-personal	 data	
(anonymous/anonymized	data)	

information	 not	 relating	 to	 an	 identified	 or	
identifiable	person	

information	not	relating	to	an	identified	or	identifiable	
natural	person	

Personal	sensitive	data	 personal	sensitive	data	in	a	legal	sense	are	data	
“revealing	 racial	 or	 ethnic	 origin,	 political	
opinions,	 religious	 or	 philosophical	 beliefs,	
trade-union	 membership,	 data	 concerning	
health-	or	sex	life”	(Art.	8	(1)	DPD);	

	

these	kinds	of	data	receive	stricter	protection	by	
the	 European	 Data	 Protection	 law	 with	 the	
consequence	 that	 stricter	 requirements	 on	 the	
processing	of	sensitive	personal	data	apply	than	
to	“normal”	personal	data	

“personal	 data	 revealing	 racial	 or	 ethnic	 origin,	
political	opinions,	religious	or	philosophical	beliefs,	or	
trade	 union	 membership,	 and	 the	 processing	 of	
genetic	 data,	 biometric	 data	 for	 the	 purpose	 of	
uniquely	identifying	a	natural	person,	data	concerning	
health	or	data	concerning	a	natural	person's	sex	life	or	
sexual	orientation”	

(Art.	9	(1)	GDPR)	

Data	set	contains	data	of	children	 may	 be	 relevant	 for	 validity	 of	 informed	
consent,	 DPD	 gives	 no	 specific	 age	 borderline,	
national	pecularities	must	be	considered	

the	processing	of	the	personal	data	of	a	child	shall	be	
lawful	where	the	child	 is	at	 least	16	years	old.	Where	
the	child	is	below	the	age	of	16	years,	such	processing	
shall	be	lawful	only	if	and	to	the	extent	that	consent	is	
given	 or	 authorised	 by	 the	 holder	 of	 parental	
responsibility	over	the	child.	Member	

States	 may	 provide	 by	 law	 for	 a	 lower	 age	 for	 those	
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purposes	provided	that	such	lower	age	is	not	below	13	
years	(remains	to	be	seen)	

(Art.	8	GDPR)	

Consent	of	the	data	subject	 the	 data	 subject’s	 consent	 means	 “any	 freely	
given	 specific	 and	 informed	 indication	 of	 his	
wishes	 by	 which	 the	 data	 subject	 signifies	 his	
agreement	 to	 personal	 data	 relating	 to	 him	
being	processed”	

(Art.	6	(h)	DPD)	

“any	freely	given,	specific,	informed	and	unambiguous	
indication	of	the	data	subject's	wishes	by	which	he	or	
she,	 by	 a	 statement	 or	 by	 a	 clear	 affirmative	 action,	
signifies	agreement	to	the	processing	of	personal	data	
relating	to	him	or	her”	

	(Art.	4	(11)	GDPR)	

Consent	obtained	also	 covers	 the	
envisaged	transfer	of	the	personal	
data	outside	the	EU		

consent	 has	 been	 given	 unambiguously	 to	 the	
proposed	transfer	(Art.	26	(1)	(a)	DPD)	

subject	 has	 explicitly	 consented	 to	 the	 proposed	
transfer,	 after	 having	 been	 informed	 of	 the	 possible	
risks	 of	 such	 transfer	 for	 the	data	 subject	 due	 to	 the	
absence	 of	 an	 adequacy	 decision	 and	 appropriate	
safeguards	(Art.	49	(1)	(a)	GDPR)	

		

Personal	 data	 was	 manifestly	
made	public	by	the	data	subject	

‘made	 public’	 means:	 data	 is	 provided	 to	 the	
general	 public,	 an	 indeterminate	 group	 of	
persons	(→	subsection	2.3.4.2);	

Eventually	 legal	 ground	 for	 processing	 personal	 data	
(Art.	9	(2)	(g)	GDPR)	
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this	 may	 be	 relevant	 as	 it	 can	 indicate	 a	 legal	
ground	 for	 processing	 personal	 data	 (Art.	 8	 (2)	
(e)	DPD))	
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In	 this	 first	 version	 of	 the	 RI	 that	 will	 be	 released	 in	 September	 2016,	 we	 have	 integrated	 the	 following	
legally-metadata.	 In	 our	 view,	 these	 subset	 capture	 all	 the	 relevant	 information	 that	 are	 useful	 for	
managing	legally	aspects	into	RI:	

	

Personal	data/	Non	personal	data	 Check	BOX	(Personal/Non	Personal)	

Personal	sensitive	data	 Check	BOX	(Sensitive/Non	Sensitive)	

Data	set	contains	data	of	children	 Check	BOX	(it	includes	or	not)	

Consent	of	the	data	subject	
data	 subject	 signifies	 his	 agreement	 to	 personal	 data	
relating	to	him	being	processed	

Consent	obtained	also	covers	

the	envisaged	transfer	

of	the	personal	data	outside	the	EU	 Check	BOX	

Personal	data	was	manifestly	

made	public	by	the	data	subject	 Check	BOX	

Data	Protection	Directive	
Text	 BOX	 referring	 the	 law	 or	 protocol	 number	 and	 the	
istitution	related	to	DP	
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3 ETHICAL	FRAMEWORK	SOBIGDATA	

3.1 INTRODUCTION:	BIG	DATA,	ETHICS	AND	PRIVACY82		 	

SoBigData	 strives	 to	 formulate	a	 vision	of	 responsible	data	 science	 for	 the	 social	 sciences	and	associated	
innovations	fit	for	the	21st	century.	It	aims	at	devising	methodologies	and	tools	that	enable	us	to	arrive	at	
data	 science	 solutions	 that	 are	 demonstrably	 in	 accordance	 with	 shared	 societal	 and	 moral	 values.	
Computer	science,	information	technologies	and	the	digitization	of	society	move	ahead	at	breakneck	speed,	
making	the	black	letter	law	of	yesterday	problematic	today	and	obsolete	tomorrow.	As	a	result	of	this,	we	
are	 thrown	back	 to	 the	 basic	 and	 underlying	moral	 ideals	 the	 law	 attempts	 to	 express	 in	 the	 first	 place.	
Therefore	 it	 is	 very	 important	 that	 legal	 requirements	 and	 constraints	 are	 complemented	 by	 a	 solid	
understanding	of	ethical	views	and	values	such	as	privacy	and	data	protection.	As	EDPS’	Giovanni	Buttarelli	
(2015)	has	suggested,	we	may	even	have	to	revisit	our	basic	values	such	as	respect	for	persons	and	human	
dignity	in	order	to	find	a	firm	foundation	for	privacy	and	data	protection	in	big	data	societies.	

Technological	progress	has	created	tremendous	new	possibilities	in	the	gathering,	storing	and	processing	of	
data.	 But	 we	 need	 to	 assess	 whether	 the	 way	 we	 implement	 new	 technology,	 engineering	 and	 applied	
science,	spurred	by	advances	in	big	data,	is	morally	acceptable.	In	the	public	debate	and	policy	regarding	big	
data,	a	strong	emphasis	has	for	a	long	time	been	placed	on	the	economics	and	societal	progress	that	new	
innovations	 can	 bring:	 improvements	 in	 business	 efficiency,	 novel	 scientific	 discoveries,	 a	 more	 open	
society,	new	cures	for	diseases,	better	informed	policy	making	(van	den	Hoven	et	al.,	2012).	In	the	past	few	
years	however,	the	focus	has	shifted	towards	the	potential	negative	consequences	of	these	developments.	
There	are	many	 instances	where	policies	 that	would	maximize	 some	benefit	 –	 such	as	profit	or	 scientific	
discovery	 –	would	 harm	 citizens’	 fundamental	 rights.	 Different	 approaches	 are	 available	 for	 dealing	with	
these	 negative	 consequences.	 The	 US	 policy	 focuses	 primarily	 on	 regulating	 data	 use,	 while	 EU	 policy	
targets	both	data	gathering	and	data	use.	It	is	clear	that	the	EU	is	aiming	for	a	future	that	tries	to	reap	the	
benefits	of	Big	Data,	while	also	safeguarding	and	promoting	the	human	and	civil	rights	of	 its	citizens.	And	
although	this	gives	rise	to	difficult	ethical	questions,	 it	also	creates	occasions	for	creative	and	responsible	
innovations.		

Our	 approach	 exemplifies	 the	 basic	 idea	 of	 Responsible	 Research	 and	 Innovation	 (RRI),	 that	 is	 given	 a	
prominent	role	by	the	European	Commission	in	the	Horizon2020	Program.	This	idea	was	embraced	by	the	
EU,	first	partially	in	the	Lund	declaration	(2009)	and	then	comprehensively	in	the	Rome	declaration	on	RRI	
(2014).	Central	to	this	idea	is	that	innovations	in	all	fields	should	aim	at	solving	societal	or	global	problems,	
without	creating	bigger	problems	than	the	ones	they	are	trying	to	solve	and	also,		ideally,	accommodating	a	
number	 of	 moral	 values	 that	 are	 in	 relations	 of	 mutual	 tension,	 e.g.	 safety	 and	 efficiency,	 security	 and	
privacy,	sustainability	and	prosperity.		

																																																													

82	 In	this	chapter	we	discuss	the	ethics	of	the	use	of	big	data	 in	social	science.	Privacy	 is	one	of	the	most	 important	
ethical	concerns	in	this	context.	However	in	the	debate	privacy	is	regularly	used	to	refer	to	all	ethical	concerning	the	
use	of	big	data.	We	try	to	disambiguate	the	term	in	section	3	to	unravel	the	many	ethical	concerns	that	underlie	this	
notion.	 We	 do	 not	 define	 one	 define	 one	 exact	 notion,	 since	 we	 feel	 a	 focus	 on	 the	 question	 of	 definition	 would	
distract	from	a	discussion	on	the	content.		
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	Aiming	 at	 solving	 societal	 problems	 is	 a	 core	 condition	 for	 the	 legitimacy	 of	 Big	 Data	 Science,	 and	
demonstrable	compliance	with	core	moral	values	 is	crucial	for	the	warranted	trust	that	citizens	should	be	
able	 to	place	 in	data	 science	and	 the	applications	of	big	data	 research.	When	we	 succeed	 in	overcoming	
conflicts	between	values,	by	applying	Value	Sensitive	Design	(VSD)83,	we	may	say	that	we	have	successfully	
harnessed	technology	and	applied	science	to	contribute	to	moral	progress.	

The	main	task	of	Responsible	Research	and	Innovation	and	Value	Sensitive	Design	in	the	field	of	Big	Data	is	
to	 help	 develop	 the	 science	 and	 the	 tools	 that	 on	 the	 one	 hand	 allow	 users	 	 to	 make	 full	 use	 of	 the	
functionalities	and	capabilities	that	big	data	can	offer	to	help	us	solve	our	problems,	while	at	the	same	time	
allowing	 them	 to	 respect	 fundamental	 rights	 and	 accommodate	 shared	 values,	 such	 as	 privacy,	 security,	
safety,	 fairness,	equality,	human	dignity	and	autonomy.	 It	may	be	difficult	 to	 reconcile	each	of	our	moral	
values	with	any	of	the	others	pairwise	at	any	given	time,	since	there	are	bound	to	be	tensions	and	conflicts	
between	them.	It	is	even	harder	to	satisfy	all	of	these	moral	values	and	societal	demands	in	one	fell	swoop.	
Moreover,	we	should	not	give	undue	emphasis	to	one	value	over	all	the	others.	This	fundamental	difficulty	
should	 not	 be	 ignored,	 and	 it	 should	 not	 give	 rise	 to	 complacency	 or	 despair.	 The	 moral	 difficulty	 of	
reconciling	 a	 variety	 of	 conflicting	 moral	 requirements	 also	 constitutes	 an	 opportunity	 for	 scientific	
discovery	and	societal	innovations.	The	very	idea	of	Privacy	Enhancing	Technology	(PET)	is	a	case	in	point.	In	
the	context	of	SoBigData,	 it	 is	envisaged	 to	 lead	 to	 the	development	of	new	research	 tools	and	methods	
that	 allow	 us	 to	 pursue	 societally	 or	 utilitarian,	 epistemically	 superior	 solutions	 and	 outcomes	 without	
violation	of	rights-based	constraints	as	articulated	in	the	European	Human	Rights	Charter.	

So	 far,	many	suggestions	have	been	made	 to	 find	a	 right	balance	 in	 theory	 (see	 for	an	overview	van	den	
Hoven	 et	 al.,	 2016).	 Yet	 little	 has	 yet	 been	 proposed	 to	 give	 concrete	 guidelines	 and	 provide	 practical	
solutions	 to	 this	 balancing	 problem	 in	 light	 of	 fundamental	 values.	 The	 SoBigData	 program	 provides	 a	
framework	in	which	these	value	synergies	can	be	identified	and	be	put	to	work.	It	is	distinctly	different	from	
the	common	reaction	to	these	dilemmas	and	value	conflicts,	which	relativize	or	play	down	one	of	the	moral	
choices	in	a	given	situation.	Some	organisations	do	in	fact	display	this	tendency	(see	section	4).		

Privacy	and	human	rights	are	reduced	to		obstacles	on	the	road	to	economic	growth	and	societal	success.	
Zuboff	 (2015),	 in	her	analysis	of	 surveillance	capitalism,	argues	 that	big	corporations	operate	under	what	
she	calls	a	‘Street	View	model’;	the	maximum	possible	amount	of	data	is	gathered	and	restriction,	if	it	ever	
happend,	 only	 happens	 ex-post,	 under	 pressure	 of	 the	 law.	 Or,	 as	 Chris	 Anderson,	 Silicon	 Valley	 Tech	
Entrepreneur,	 puts	 it,	 expressing	 an	 attitude	 common	 to	 various	 organisations:	 “it	 is	 better	 to	 ask	 for	
forgiveness	than	permission”	(Anderson,	2016).	Similarly,	what	governments	all	over	the	world	are	trying	to	
accomplish	 in	the	field	of	national	security	and	intelligence	agencies	 in	terms	of	wiretapping	and	profiling	
has	received	ample	attention	in	the	media.	Academia	and	science	now	need	to	lead	the	way	and	show	that	
a	 responsible	 development	 and	 use	 of	 Big	 Data,	 namely	 one	 that	 both	 achieves	 desired	 functionality,	
efficiency	and	is	ethically	grounded	in	shared	values	and	human	rights	at	the	same	time,	is	in	fact	possible.	
The	 SoBigData	 Research	 Infrastructure	 forms	 an	 environment	 in	 which	 these	 ideas	 and	 solutions	 can	 be	
developed	and	tested.	

																																																													

83	See	section	5	below	for	a	more	in	depth	discussion	on	RRI,	VSD	and	our	responsibility	to	innovate	
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We	hold	that	the	use	and	utilization	of	Big	Data	can	only	count	as	‘responsible’	if	 it	deals	adequately	with	
moral	values	such	as	privacy,	confidentiality,	accuracy,	transparency,	autonomy,	fairness	and	equal	access.	
In	a	field	that	is	still	far	from	settled,	such	as	ethical	use	of	big	data,	adequately	means	at	least	pushing	the	
state	 of	 the	 art	 forward.	 Furthermore,	we	 assume	 that	 a	 scientific	 discipline,	 a	 field	 of	 technology	 or	 an	
infrastructure	in	this	field	(of	which	SoBigData	is	a	prime	example)	cannot	be	called	“responsible”	without	a	
coherent	account	of	a	methodology	or	methodological	framework,	criteria,	mechanisms	and	procedures	for	
(i)	systematically	assessing	the	ethical	relevance	of	requirements,	assumptions	and	ramifications	at	all	levels	
and	for	all	of	its	applications	(ii)	diligently	designing	for	moral	and	value	requirements,	(iii)	promoting	data	
use	and	data	management	(via	e.g.	suitable	(reputation)	systems)	where	accountability	can	be	assigned.	

	

3.2 OUTLINE:	MAIN	IDEA	OF	THE	ETHICAL	FRAMEWORK	

The	 ethical	 framework	 of	 SoBigData	 is	 thus	 centred	 around	 the	 notions	 of	 Responsible	 Research	 and	
Innovation,	 which	 introduces	 the	 idea	 of	 science,	 technology	 and	 innovations	 as	 being	 geared	 towards	
solving	societal	problems.		

In	order	to	do	so,	this	ethical	framework	contains:	

(i)	 In	 section	 3,	 a	 discussion	 of	 the	 fundamental	 problems	 of	 data	 ethics.	 Here,	 we	 will	 look	 at	 issues	
concerning	 the	 concept	 of	 privacy	 and	 provide	 an	 exposition	 of	what	 can	 go	 wrong	 when	 data	 is	 used	
irresponsibly.		

(ii)	 In	 section	4,	a	 review	of	 the	solutions	 that	have	hitherto	been	proposed,	where	we	will	 relate	ethical	
frameworks	that	have	been	formulated	in	the	past	and	discuss	open	problems	that	cannot	be	resolved	by	
the	mere	use	of	such	frameworks.		

(iii)	 in	 section	5,	 an	account	of	how	 this	 can	become	more	 concrete,	which	 is	where	we	 suggest	ways	of	
making	 sure	 that	Responsible	 Research	 and	 Innovation	does	 not	 remain	 an	 abstract	 ideal,	 but	 is	 actually	
implemented	 in	concrete	 techniques	and	practices.	This	 is	provided	by	the	 idea	of	Value	Sensitive	Design	
and	the	eco	

	to	develop	Value-Sensitive	integrated	ecosystem.		

	

3.3 ETHICS	OF	PRIVACY	AND	DATA	PROTECTION	

Privacy	 is	 high	 on	 the	 agenda	 of	 policy	 makers	 and	 the	 public.	 Yet,	 there	 is	 a	 relative	 scarcity	 of	
philosophical	 and	 conceptual	 work	 on	 privacy	 given	 its	 societal	 and	 economic	 prominence.	 The	
development	of	ethical	principles	has	by	and	large	gone	hand	in	hand	with	the	development	of	law	in	this	
field.	And	both	of	 these	have	been	pushed	 forward	and	 shifted	by	 the	ever	 changing	 socio-technological	
realities	to	which	they	relate.	The	concept	of	privacy	has	deep	historical	roots,	which	can	be	traced	back	to	
the	 5th	 century	 BC,	 when	 the	 Hippocratic	 oath	 included	 the	 phrase:	 “I	 will	 respect	 the	 privacy	 of	 my	
patients,	for	their	problems	are	not	disclosed	to	me	that	the	world	may	know.	Most	especially	must	I	tread	
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with	 care	 in	 matters	 of	 life	 and	 death.”	 (via	 Johns	 Hopkins	 University,	 2016).	 Yet	 it	 is	 only	 recently	 that	
privacy	 has	 become	 such	 a	 central	 value,	 beginning	with	Warren	 and	 Brandeis’	 famous	 legal	 and	 ethical	
exploration	of	the	right	to	privacy	in	1890.	It	is	not	surprising	that	this	piece	was	written	in	a	time	of	a	great	
acceleration	 in	the	rate	of	 the	dispersion	of	 information	(Warren	and	Brandeis,	1890).	Photographs	could	
now	be	taken	close	to	instantaneously	and	they	could	be	spread	through	the	press.	With	the	boom	in	ICT	
and	the	exponentially	increasing	dissemination	of	(personal)	information,	a	new	era	of	concern	about	and	
analysis	of	privacy	has	started.	Now	in	the	second	decade	of	the	21st	century,	we	have	entered	into	a	new	
phase	where	we	see	a	convergence	of	artificial	intelligence,	Big	Data,	the	Internet	of	Things	,	robotics,	social	
media	 and	 cloud	 storage.	We	may	 soon	 come	 to	a	point	 at	which	 the	 traditional	ways	of	 thinking	about	
protecting	 the	 rights	 of	 the	 person	 and	 effectively	 dealing	 with	 the	 vulnerabilities	 of	 persons	 in	 digital	
societies	need	to	be	founded	on	a	new	way	of	thinking,	because	moral	key	notions	of	old	frameworks,	such	
as	 informed	consent,	purpose	and	use	 limitation	and	specification	--	and	the	very	 idea	of	personal	data	--	
are	no	longer	adequate.	

Privacy,	 after	 many	 decades	 of	 scholarly	 and	 public	 debate,	 remains	 a	 highly	 complex	 notion	 (van	 den	
Hoven	2016),	which	is	connected	to	a	variety	of	other	values.	This	is	why,	for	the	purposes	of	the	SoBigData	
ethical	 framework,	we	propose	 to	 analyse	 the	 concept	by	 focussing	on	 the	underlying	moral	 reasons	 for	
protecting	people’s	privacy.		

We	will	discuss	more	specifically	four	types	of	moral	reasons	for	engaging	in	data	protection,	that	is,	moral	
justifications	 for	 constraining	 actions84	 regarding	 identity-relevant	 information.	 It	 is	 these	 moral	 reasons	
that	provide	the	grounds	for	principles	(which	we	discuss	in	section	4)	such	as	the	1995	EU	data-protection	
act	 and	 the	 Organisation	 for	 Economic	 Cooperation	 and	 Development	 (OECD)	 principles.	 These	 legal	
regimes	and	principles	aim	to	give	individuals	autonomy	and	the	right	to	control	their	personal	data.		

	 	

3.3.1 MORAL	AUTONOMY	AND	MORAL	IDENTIFICATION	

One	of	 the	most	prominent	 views	on	 the	 importance	of	 privacy	 relates	 its	 value	on	 	 human	dignity.	 The	
European	 Data	 Protection	 Supervisor,	 Giovanni	 Buttarelli	 (2015),	 has	 taken	 this	 value	 as	 his	 leading	
principle.	A	similar	view	is	expressed	by	Shoshana	Zuboff	(2015),	who,	following	U.S.	Supreme	Court	Justice	
Douglas85,	argues	that	the	positive	value	of	privacy	derives	from	it	enabling	free	choice.	“…	one	can	choose	
either	to	keep	something	secret	or	to	share	it.”	”Privacy	enables	a	decision	as	to	where	one	wants	to	be	on	
the	spectrum	between	secrecy	and	transparency	in	each	situation.”	Free	choice	is	one	of	the	building	blocks	
of	our	conception	of	freedom	and	autonomy,	which	are	seen	as	key	elements	of	human	dignity. 	

In	 this	 view,	human	dignity	means	 that	we,	 in	way	or	another,	have	a	 	 capacity	 to	 shape	our	own	moral	
biographies,	 to	present	ourselves	as	we	think	 fit	and	appropriate,	 to	 reflect	on	our	moral	careers,	and	 to	

																																																													

84	These	actions	include:	generation,	acquisition,	processing,	and	dissemination.	

85	Warden	v.	Hayden,	387	US	294,323,	1967,	Douglas,	J.,	dissenting	
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evaluate	 and	 identify	 with	 our	 moral	 choices,	 without	 the	 critical	 gaze	 and	 interference	 of	 others	 and	
without	a	pressure	to	conform	to	the	‘normal’	or	socially	desired	identities.	We	want	to	be	able	to	present	
ourselves	and	we	want	to	be	identified	as	the	ones	we	identify	with.	

David	Velleman,	in	his	analysis	of	shame	and	privacy,	draws	attention	to	self-presentation	as	a	constitutive	
feature	 of	 moral	 persons,	 namely	 their	 capacity	 and	 need	 for	 self-presentation.	 What	 it	 means	 to	 be	 a	
person	is,	according	to	Velleman,	to	be	engaged	in	self-presentation.	Persons	‘have	a	fundamental	interest	
in	 being	 recognized	 as	 a	 self-presenting	 creature’	 (Velleman	 2001).	 Failures	 of	 privacy	 and	 the	
accompanying	emotion	of	shame	are	not	so	much	about	disapprobation	concerning	what	is	revealed	when	
others	 get	 access	 to	 information	we	did	 not	 volunteer,	 but	 are	 about	 disqualification	of	 the	person	who	
failed	to	prevent	the	revelation.	Teenagers	are	very	open	in	their	interactions	and	communications	on	the	
Web	2.0.	Nudity	and	explicit	material	may	sometimes	leak	out	of	their	circle	of	chat	friends.	The	content,	it	
seems,	is	not	what	embarrasses	them,	but	the	fact	that	they	failed	to	manage	their	public	face,	and	that,	as	
a	 result,	 their	 carefully	 cultivated	 identity	 was	 spoiled.	 Therefore,	 the	 realm	 of	 privacy,	 according	 to	
Velleman,	is	the	central	arena	for	threats	to	one’s	standing	as	a	social	agent.	

A	 moral	 person	 is	 thus	 characteristically	 engaged	 in	 self-presentation,	 but,	 at	 the	 same	 time,	 she	
experiences	 the	 normative	 pressures	which	 public	 opinion	 and	moral	 judgements	 of	 others	 exert.	 When	
information	about	Bill	becomes	available,	 it	 facilitates	the	formation	of	beliefs	and	judgements	about	Bill.	
Beliefs	and	judgements	about	Bill	--	when	he	learns	about	them,	when	he	suspects	that	they	are	made,	or	
fears	that	they	are	made	--	may	bring	about	a	change	in	his	view	of	himself.	They	may	induce	him	to	behave	
and	 feel	 differently	 than	 he	 would	 have	 done	 without	 them.	 This	 is	 what	 Isaiah	 Berlin	 calls	 ‘the	 most	
heteronomous	 condition	 imaginable86.	 What	 others	 know	 about	 you	 can	 radically	 affect	 your	 view	 of	
yourself,	although	seeing	yourself	as	others	see	you	does	not	necessarily	make	your	view	of	yourself	more	
true	or	more	adequate	(Benn,	1988).		

Research	 in	 the	 social	 sciences	 has	 indicated	 that	 the	 mere	 fact	 of	 being	 watched	 can	 be	 of	 decisive	
influence	on	a	person,	inducing	them	to	engage	in	perhaps	more	moral,	but	perhaps	also	more	conformist	
behaviour.	 	As	Glenn	Greenwald	put	 it:	“The	range	of	behavioral	options	that	we	consider	when	we	think	
we’re	 being	 watched	 severely	 reduce.”	 (Greenwald,	 2014).	 A	 study	 by	 Newcastle	 University	 (2010),	 for	
example,	demonstrated	that	the	placement	of	a	mere	image	of	an	eye	on	a	wall	caused	people	to	be	more	
likely	to	throw	their	rubbish	away.		

Stereotyping	 and	 observing	 people	 are	 extreme	 cases	 of	 casting	 people	 and	 preempting	 their	 choice	 to	
present	themselves.	Modern	individuals	who	have	cast	aside	the	ideas	of	historical	necessity,	and	who	live	
in	a	highly	volatile	socio-economic	environ-ment,	confront	a	great	diversity	of	audiences	 in	different	roles	
and	 settings,	 the	 rigging	 of	 one’s	 moral	 identity	 by	 means	 of	 public	 opinion,	 beliefs,	 and	 judgements	 of	
others	is	felt	as	an	obstacle	to	‘experi-ments	in	living’,	as	Mill	called	them.	The	modern	individ-ual	wants	to	

																																																													

86	I	cannot	ignore	the	attitude	of	others	with	Byronic	disdain,	…	for	I	am	in	my	own	eyes	as	others	see	me,	I	 identify	
myself	with	the	point	of	view	of	my	milieu’	(Berlin	1969).	
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be	able	to	deter-mine	himself	morally	or	to	undo	his	previous	determi-nations	on	the	basis	of	more	profuse	
experiences	in	life	or	on	the	basis	of	additional	factual	information.	Some	have	argued	that	privacy	creates	a	
time	out	 from	social	morality,	 in	order	to	engage	 in	ever	new	experiments	 in	 living.	Privacy	covers	purely	
self-regarding	acts	and,	 therefore,	 implies	a	 right	 to	non-justification	 (Monteiro	2004).	As	Newton	Garver	
aptly	put	it:	

“Contemporary	freedom	and	choice	go	farther	than	Mill	suspected	–	we	all	choose	our	identities,	and	make	
that	choice	 from	among	a	heterogeneous	set	of	data,	…	we	rarely	choose	our	nationality,	sex	or	 religion,	
but	we	do	choose	to	make	these	data	part	of	our	identity”	(Garver	1990).	

The	conception	of	the	person	as	being	morally	autonomous,	as	being	the	author	and	experimentator	of	his	
or	her	own	moral	career,	provides	a	justification	for	constraining	others	in	their	attempts	to	engineer	and	
directly	or	 indirectly	shape	the	subject’s	 identity,	either	by	stereotyping,	or	by	the	application	of	 identity-
management	 tools	 and	 techniques.	 Data-protection	 laws	 thus	 justifiably	 provide	 protection	 against	 the	
fixation	of	one’s	moral	 identity	by	others.	They	do	so	by	requiring	 informed	consent	for	the	processing	of	
identity-relevant	information.	If	there	are	domains	where,	for	obvious	reasons,	individuals	in	well-ordered	
societies	 cannot	 be	 allowed	 to	write	 their	 own	biographies	 from	 cover	 to	 cover,	 they	 at	 least	 should	 be	
allowed	 to	 write	 those	 parts	 that	 are	 amenable	 to	 it	 and	 individuals	 should	 be	 given	 an	 opportunity	 to	
authorize	the	parts	that	were,	or	had	to	be,	written	by	others.	

	

3.3.2 INFORMATION-BASED	HARM	

The	 second	 type	 of	 moral	 reason	 for	 thinking	 about	 constraining	 the	 flow	 of	 identity-relevant	 data	 is	
concerned	with	the	prevention	of	harm.	 Information,	when	handled	with	 insufficient	care,	can	result	 in	a	
variety	 of	 different	 problems	 for	 individuals,	 encompassing	 financial	 damage	 (e.g.	 losing	 your	 credit	 card	
information),	emotional	or	psychological	damage	(e.g.	internet	bullying),	professional	damage	(e.g.	identity	
theft)	and	even	physical	damage	(e.g.	internet	threats).	All	of	these	are	strong	examples	of	moral	problems,	
which	 only	 exist	 as	 a	 result	 of	 data	 infrastructures	 that	 make	 these	 possible.	 It	 should	 be	 clear	 that	
information	 is	a	very	useful	thing	for	malicious	 individuals	or	corporations	to	have	and	some	harms	could	
not	have	been	inflicted	(or	at	least	not	as	easy)	if	certain	information	would	not	have	been	available.	Let	us	
refer	 to	 this	 type	 of	 harm	 as	 ‘information-based	 harm’.	 Cybercriminals	 and	 malevolent	 hackers	 use	
databases	and	the	Internet	to	get	 information	on	their	victims	in	order	to	prepare	and	stage	their	crimes.	
One	of	 the	most	pressing	problems	 is	 ‘identity	 theft’	and	 identity	 fraud,	which	bring	high	risk	of	 financial	
damages	and	emotional	distress.	One’s	bank	account	may	be	plundered	and	one’s	 credit	 reports	may	be	
irreversibly	 tainted	 so	 as	 to	 exclude	 one	 from	 future	 financial	 benefits	 and	 services.	 Stalkers	 and	 sex	
offenders	have	used	 the	 Internet	 and	online	databases	 to	 track	down	 their	 victims.	 They	 could	not	have	
done	what	 they	 did	without	 access	 to	 electronic	 resources	 and	without	 accessing	 some	of	 the	details	 of	
their	victim’s	lives.	

In	an	information	society,	there	is	a	new	vulnerability	to	harm	done	on	the	basis	of	personal	data	–	theft,	
identity	fraud,	or	straightforward	harm	on	the	basis	of	identifying	information.	Constraining	the	freedom	to	
access	information	of	persons	who	could	cause,	threaten	to	cause,	or	are	likely	to	cause	information-based	
harm	can	be	justified	on	the	basis	of	Mill’s	Harm	Principle,	which	holds	that	“"[t]he	only	purpose	for	which	
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power	can	be	rightfully	exercised	over	any	member	of	a	civilized	community,	against	his	will,	is	to	prevent	
harm	 to	 others."	 (Mill,	 2003,	 p.	 80)	 Protecting	 identifying	 information,	 instead	 of	 leaving	 it	 in	 the	 open,	
diminishes	 epistemic	 freedom	 of	 all	 to	 know,	 but	 also	 diminishes	 the	 likelihood	 that	 some	 will	 come	 to	
harm,	 analogous	 to	 the	 way	 in	 which	 restricting	 access	 to	 firearms	 diminishes	 both	 freedom	 and	 the	
likelihood	 that	 people	 will	 get	 shot	 in	 the	 street.	 In	 information	 societies,	 identity-relevant	 information	
resembles	guns	and	ammunition.		

Preventing	 information-based	harm	 clearly	 provides	 us	with	 a	 strong	moral	 reason	 to	 limit	 the	 access	 to	
personal	 data.	 Arguments	 against	 central	 databases	 with	 personal	 data	 of	 individual	 citizens	 in	 The	
Netherlands	often	makes	reference	to	World	War	II	when	the	Nazis	occupied	The	Netherlands	and	found	a	
well-organized	 population	 registration	 very	 conducive	 to	 their	 targeting	 and	 deportation	 of	 the	 Jews	 in	
Holland.	This	 is	the	first	thing	we	want	to	prevent,	and	we	do	it	by	effectively	protecting	identity-relevant	
information.	

There	 is,	 of	 course,	 a	 broad	 range	 of	 harms	 to	 individuals	 that	 can	 be	 inflicted	 on	 the	 basis	 of	 personal	
information.	 Someone’s	 career	 may	 be	 systematically	 corroded	 by	 the	 piecemeal	 release	 of	 selected	
information.	This	may	start	to	add	up	in	the	eyes	of	others,	and	lead	to	serious	reputational	harm.	

A	related	type	of	harm	could	be	the	harm	that	lies	in	classifying	people	in	such	a	way	that	their	chances	of	
getting	 some	 good	 are	 diminished.	 In	 many	 Western	 countries,	 being	 classified	 as	 a	 Muslim	 implies	 a	
reduced	 chance	 of	 getting	 a	 job.	 Accumulative	 information-based	 harm	 would	 refer	 to	 the	 releasing	
snippets	of	identity-relevant	information	at	different	occasions	on	the	basis	of	which	others	may	eventually	
form	a	rich	and	comprehensive	picture	of	a	person	and	inflict	harm	on	him	or	her.	

A	responsible	data	 infrastructure	should	do	all	 it	can	to	ensure	that	 forms	of	harm,	such	as	the	examples	
listed	 above,	 are	 prevented,	 which	 means	 not	 only	 ensuring	 that	 data	 sets	 have	 the	 appropriate	
cybersecurity	 to	 protect	 from	 malicious	 entities,	 but	 also	 that	 risk	 is	 minimised	 by	 making	 sure	 that	
potentially	risky	data	is	not	unnecessarily	stored.		

	

3.3.3 INFORMATIONAL	INJUSTICE	

A	third	moral	reason	to	justify	constraints	on	processing	of	identity-relevant	information	is	concerned	with	
justice,	which	we	use	here	in	a	sense	associated	with	the	work	of	Michael	Walzer.	Walzer	has	objected	to	
the	simplicity	of	Rawls’	conception	of	primary	goods	and	universal	rules	of	distributive	 justice	by	pointing	
out	that	 ‘there	 is	no	set	of	basic	goods	across	all	moral	and	material	worlds,	or	they	would	have	to	be	so	
abstract	 that	 they	 would	 be	 of	 little	 use	 in	 thinking	 about	 particular	 distributions’	 (Walzer,	 1983,	 p.8).	
Goods,	 as	 Walzer	 points	 out	 here,	 have	 no	 natural	 meaning;	 their	 meaning	 is	 the	 result	 of	 sociocultural	
construction	and	 interpretation.	 In	order	to	determine	what	 is	a	 just	distribution	of	the	good,	we	have	to	
determine	what	it	means	to	those	for	whom	it	is	a	good.	In	the	medical,	the	political,	and	the	commercial	
sphere	there	are	different	goods	(medical	treatment,	political	office,	money)	which	are	allocated	by	means	
of	different	allocation	criteria	or	distributive	practices:	medical	treatment	is	allocated	on	the	basis	of	need,	
political	office	on	the	basis	democratic	election,	and	money	on	the	basis	of	free	exchange.	What	ought	to	be	
prevented,	and	often	is	prevented	as	a	matter	of	fact,	is	dominance	of	particular	goods.	Walzer	calls	a	good	
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dominant	if	the	individuals	that	have	it,	because	they	have	it,	can	command	a	wide	range	of	other	goods.	A	
monopoly	 is	 a	 way	 of	 controlling	 certain	 social	 goods	 in	 order	 to	 exploit	 their	 dominance.	 In	 that	 case,	
advantages	 in	one	sphere	can	be	converted	as	a	matter	of	 course	 into	advantages	 in	other	 spheres.	This	
happens	 when	 money	 (commercial	 sphere)	 could	 buy	 you	 a	 vote	 (political	 sphere)	 and	 would	 give	 you	
preferential	 treatment	 in	 health	 care	 (medical	 sphere),	 would	 get	 you	 a	 university	 degree	 (educational	
sphere),	and	so	 forth.	We	resist	 the	dominance	of	money	–	and	other	social	goods	 for	 that	matter	 (land,	
physical	strength,	family	ties)	–	and	we	think	that	political	arrangements	allowing	for	it	are	unjust.	No	social	
good	 x	 should	 be	 distributed	 to	 men	 and	 women	 who	 possess	 some	 other	 good	y	 merely	 because	 they	
possess	y	and	without	regard	to	the	meaning	of	x.	

What	is	especially	offensive	to	our	sense	of	justice	is,	first,	the	allocation	of	goods	internal	to	sphere	A	on	
the	 basis	 of	 the	 distributive	 logic	 associated	 with	 sphere	 B,	 second,	 the	 transfer	 of	 goods	 across	 the	
boundaries	of	separate	spheres	and	third,	the	dominance	and	tyranny	of	some	goods	over	others.	In	order	
to	 prevent	 this,	 what	 Walzer	 calls	 the	 ‘art	 of	 separation’	 of	 spheres	 has	 to	 be	 practised	 and	 ‘blocked	
exchanges’	between	them	have	to	be	put	 in	place.	 If	 the	art	of	separation	 is	practised	effectively	and	the	
autonomy	 of	 the	 spheres	 of	 justice	 is	 guaranteed	 then	 ‘complex	 equality’	 is	 established.	 One’s	 status	 in	
terms	of	the	holdings	and	properties	in	one	sphere	is	irrelevant	–	ceteris	paribus	–	to	the	distribution	of	the	
goods	internal	to	another	sphere.	

Several	modern	authors	(Van	den	Hoven	1997,	Nissenbaum	2004)	have	proposed	to	apply	Walzer's	analysis	
to	data.	The	meaning	and	value	of	data	 is	 local	and	allocation	schemes	and	 local	practices	that	distribute	
access	 to	 data	 should	 accommodate	 local	 meanings	 and	 should,	 therefore,	 be	 associated	 with	 specific	
spheres.	

Many	people	do	not	object	to	the	use	of	their	personal	medical	data	for	medical	purposes,	confined	to	the	
medical	 sphere,	whether	 these	are	directly	 related	 to	 their	own	personal	health	affairs,	 to	 those	of	 their	
family,	perhaps	even	to	their	community	or	the	world	population	at	large,	as	long	as	they	can	be	absolutely	
certain	that	the	only	use	that	is	made	of	it	is	medical,	that	is,	to	cure	people	from	diseases.	They	do	object,	
however,	 to	 their	medical	 data	 being	 used	 to	 classify	 them	or	 disadvantage	 them	 socio-economically,	 to	
discriminate	against	them	in	the	workplace,	refuse	them	commercial	services,	deny	them	social	benefits,	or	
turn	them	down	for	mortgages	or	political	office.		

They	 do	 not,	 for	 example,	mind	 if	 their	 library	 search	 data	 are	 used	 to	 provide	 them	with	 better	 library	
services,	but	they	do	mind	if	this	data	is	used	to	criticize	their	tastes	and	character.	They	would	also	object	
to	 these	 informational	 cross-contaminations	 when	 they	 would	 benefit	 from	 them,	 as	 when	 the	 librarian	
would	 advise	 them	 a	 book	 on	 low-fat	 meals	 on	 the	 basis	 of	 knowledge	 of	 their	 medical	 record	 and	
cholesterol	values,	or	when	a	doctor	asks	questions	on	the	basis	of	the	information	that	one	has	borrowed	
a	book	from	the	public	library	about	AIDS.		

We	may	thus	distinguish	a	third	moral	reason	to	constrain	actions	regarding	identity-relevant	information:	
prevention	of	‘informational	injustice’	and	discrimination,	that	is,	disrespect	for	the	boundaries	of	what	we	
may	refer	to,	following	Michael	Walzer,	as	‘spheres	of	justice’	or	‘spheres	of	access’.	What	is	often	seen	as	a	
violation	of	privacy	 is	often	more	adequately	construed	as	 the	morally	 inappropriate	 transfer	of	personal	
data	 across	 the	boundaries	of	what	we	 intuitively	 think	of	 as	 separate	 ‘spheres	of	 justice’	 or	 ‘spheres	of	
access’	(van	den	Hoven	1997).	
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A	 couple	 of	 illustrations	 are	 in	 order.	 When	 government	 agencies,	 such	 as	 social	 security	 agencies,	
outsource	 part	 of	 their	 operations	 to	 commercial	 banks,	 the	 part	 of	 the	 bank	 that	 will	 take	 care	 of	 the	
public	 tasks	needs	to	be	separated	from	the	commercial	branches.	Software	protections	are	put	 in	place,	
referred	to	as	‘Chinese	Walls’,	which	separate	the	commercial	from	the	public	social	security	sphere.	In	this	
way,	 a	 Walzerian	 blocked	 exchange	 for	 personal	 data	 is	 implemented	 and	 the	 art	 of	 information	 sphere	

separation	is	put	into	practice.	

We	 have	 seen	 a	 similar	 normative	 logic	 of	 spheres	 being	 operative	 in	 constraining	 cookies	 to	 retrieve	
information	across	the	boundaries	of	top	level	domains.	We	do	not	mind,	for	example,	if	the	.com	site	we	
visit	 collects	 information	about	our	 search	profile	on	 that	particular	 site.	We	may	not	 even	mind	 if	 .com	
sites	exchange	information.	We	probably	would	mind	if	.com	sites	used	information	from	.org	sites	or	.gov	
sites,	or	vice	versa.	The	lessons	learned	from	the	so-called	DoubleClick	case87,	where	clickstream	data	was	
collected	by	cookies	working	across	 sites	 in	different	 top-level	domains	 seem	to	confirm	 these	Walzerian	
intuitions	about	blocked	exchanges	between	spheres.	

A	 Walzerian	 account	 along	 these	 lines	 also	 accommodates	 the	 idea,	 incorporated	 in	 many	 legal	 data-
protection	 regimes	 in	 the	 world,	 of	 ‘purpose	 specification	 and	 use	 limitation’	 which	 ensures	 that	
information	is	not	used	outside	the	area	for	which	informed	consent	was	given	by	the	data	subject.	Helen	
Nissenbaum	 has	 introduced	 the	 term	 ‘contextual	 integrity’	 to	 refer	 to	 these	 Walzerian	 type	 constraints	
(Nissenbaum,	 2004).	 According	 to	 Nissenbaum,	 the	 benchmark	 of	 privacy	 is	 contextual	 integrity.	 She	
distinguishes	between	norms	of	appropriateness	and	norms	of	flow	or	distribution.	Contextual	 integrity	 is	
maintained	when	both	types	of	norms	are	upheld,	and	it	is	violated	when	either	of	the	norms	is	violated88.	

	

3.3.4 INEQUALITY	CAUSED	BY	INFORMATION	ASYMMETRY	

A	 fourth	 type	 of	 moral	 reason	 to	 justify	 constraints	 on	 our	 actions	 with	 identity-relevant	 information	 is	
concerned	 with	 inequality	 caused	 by	 information	 asymmetry	 and	 fairness.	 	 People	 are	 continuously	
engaged	in	transactions	involving	their	personal	information.	Many	online	services	are	seemingly	free,	but	

																																																													

87	For	case	descriptions,	see:	http:www.epic.org/privacy/doubletrouble.	

88	Nissenbaum	does	not	provide	an	account	of	the	nature	of	the	context	boundaries.	A	theory	of	‘sphere	boundaries’	or	‘context	
boundaries’	is	crucial	because	boundaries	are	disputed,	fuzzy,	in	flux	and	deemed	important.	Without	such	an	account,	the	idea	of	
separate	spheres	or	contexts	 is	practically	empty.	Wiegel,	Lokhorst,	and	van	den	Hoven	provide	a	reconstruction	of	the	 idea	of	a	
boundary	between	 two	 spheres	 in	 terms	of	 a	 list	 of	 deontic	 statements	of	which	 actions	with	data	 are	 (not)	 permitted	or	 (not)	
obligatory	(Wiegel,	van	den	Hoven,	and	Lokhorst	2005;	van	den	Hoven	and	Lokhorst	2002).	Per	case,	or	per	type	of	case,	we	need	to	
draw	the	boundaries	and	argue	 for	 the	deontic	constraints	 that	we	want	 to	 impose.	 In	 the	context	of	 software	engineering,	 this	
comes	down	to	a	specification	of	a	fine-grained	authorization	matrix	and	role-based	access	management	scheme.	In	the	design	of	a	
hospital	information	system,	for	example,	difficult	privacy	issues	may	be	resolved	by	deciding	in	which	situation	which	professionals	
can	do	what	to	which	types	of	information.	Can	the	janitor	print	electronic	patient	records?	No.	Can	the	nurse	change	lab	tests?	No.	
Information	 maps	 are	 thus	 drawn	 up	 and	 ‘privacy	 issues’	 are	 addressed	 in	 detail.	 Moral	 arguments	 about	 privacy	 are	 given	 a	
distributed	treatment	and,	instead	of	discussing	‘The	Privacy	Issue	in	Health	Care’	in	abstracto,	we	address	more	tractable	and	more	
precise	questions.	See	also	Wiegel,	van	den	Hoven	and	Lokhorst’s	work	on	deontic	isographics	and	Moor	(2006).		
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actually	gather	information	about	their	users.	It	is	common,	especially	in	the	Anglo-Saxon	philosophical	and	
economic	 rights	 based	 tradition,	 to	 view	 this	 as	 a	 transaction	 or	 economic	 exchange,	 where	 personal	
information	 is	 traded	 in	 return	 for	 the	 services	 provided.	 Sharing	 information	 about	 ourselves	 with	
websites,	or	applications	may,	for	example,	pay	off	in	terms	of	free	services,	more		adequate	information,	
more	 convenience	 or	 discounts.	 From	 this	 point	 of	 view,	 many	 flows	 of	 personal	 data	 can	 therefore	 be	
understood	as	quid	pro	quo	practices	governed	by	private	contracts	about	 the	use	and	secondary	use	of	
personal	data.		

However,	the	problem	with	this	idea	is	that	it	ignores	that	a	fair	economic	exchange	presupposes	a	degree	
of	 informational	 symmetry;	 both	 participants	 need	 to	 be	 more	 or	 less	 aware	 of	 the	 conditions	 of	 the	
exchange.	But,	although	a	market	mechanism	for	trading	personal	data	seems	to	be	kicking	in	on	a	global	
scale,	not	all	individual	consumers	are	aware	of	their	economic	opportunities,	and	if	they	are,	they	are	not	
always	 in	 a	 position	 to	 trade	 their	 data	 or	 pursue	 their	 interests	 in	 a	 transparent	 and	 fair	 market	
environment	so	as	to	get	a	fair	price	for	them.		

Practices	 such	 as	 the	 use	 of	 RFID	 chips	 in	 consumer	 products	 in	 shops	 and	 the	 use	 of	 extensive	 cross-
domain	consumer	profiling	combined	with	dynamic	pricing	all	exacerbate	a	form	of	information	asymmetry	
.	 There	 have	 been	 rapid	 advances	 in	 price	 targeting,	 flexible	 pricing	 and	 price	 gouging,	 such	 as	 the	
algorithms	of	travel	websites	which	estimate	the	income	of	its	visitors	in	order	to	raise	or	lower	ticket	prices	
(Wall	Street	Journal,	2012).	Profiles,	cookies	and	search	histories	are	very	important	for	sellers	to	gauge	the	
willingness	to	pay	of	people.	Buyers	are	not	aware	most	of	the	time	of	the	conditions	under	which	to	buy,	
and	there	is	less	and	less	of	a	level	playing	field,	equality	of	arms	and	transparency.	

Consumers	do	not	always	know	what	the	implications	are	of	what	they	are	consenting	to	when	they	sign	a	
contract	for	the	use	of	 identity-relevant	information.	We	simply	cannot	assume	that	the	conditions	of	the	
developing	market	for	identity-relevant	information	guarantees	fair	transactions	by	independent	standards.	
Constraints	on	 the	 flow	of	personal	data	need	 to	be	put	 in	place	 in	order	 to	guarantee	equality	of	arms,	
transparency,	and	a	fair	market	for	identity-relevant	information	as	a	new	commodity.	

More	 generally,	 this	 issue	 is	 connected	 to	 the	 issue	 of	 privacy	 and	 power.	 One	 of	 the	 main	 reasons	 we	
should	worry	about	 their	 information	being	gathered	 is	 that	 it	provides	a	powerbase	to	others	and	could	
result	in	their	being	dominated	or	subjected	to	exercise	of	arbitrary	power,	which	may	or	may	not	result	in	
harm	or	other	forms	of	disadvantages.	The	accumulation	of	Big	Data	has	the	propensity	to	lead	to	a	state	of	
asymmetrical	knowledge	and	of	domination.	Data,	much	like	knowledge,	according	to	the	famous	saying	by	
Francis	Bacon,	is	power,	a	power	which	may	or	may	not	be	exercised,	but	could	be	exercised.	This	concept	
of	current	data	practices	leading	to	a	state	of	domination	is	introduced	into	the	debate	on	privacy	by	Helen	
Nissenbaum	and	others.	Nissenbaum’s	view	is	based	on	the	republican	political	philosophy	of	Philip	Pettit,	
but	 may	 also	 be	 traced	 back	 to	 the	 writings	 of	 Marcuse	 (Marcuse,	 1991).	 In	 the	 writings	 of	 Pettit,	
domination	is	defined	as	being	under	a	relation	of	the	possibility	of	the	exercise	of	arbitrary	or	uncontrolled	
power.	A	concentration	of	big	data	under	control	of	an	entity	may	lead	to	this	form	of	lack	of	freedom.	

	 	

3.3.5 SUMMARY	
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To	 summarise,	 we	 have	 shown	 that	 privacy	 and	 data	 ethics	 are	 connected	 to	 a	 various	 moral	 issues,	
encompassing	autonomy,	the	prevention	of	harm,	informational	injustice	and	informational	inequality.	Any	
data	 infrastructure,	 in	order	to	hold	to	the	principles	of	RRI,	needs	to	strive	as	much	as	possible	to	weigh	
the	benefits	of	the	data	it	gathers,	against	all	the	possible	moral	downsides	that	we	have	listed	above.		

In	 the	 next	 section,	 we	 will	 first	 summarise	 and	 then	 review	 some	 of	 the	 more	 influential	 ethical	
frameworks	that	have	been	proposed	in	the	past.		

	

	

3.4 	PRINCIPLES	 FOR	 ETHICS	 AND	 PRIVACY	 WITH	 REGARDS	 TO	 BIG	 DATA	 IN	 SOCIAL	
SCIENCE	RESEARCH	

In	section	4.1	we	will	review	a	number	of	organisations	and	the	ethical	frameworks	they	have	provided.	We	
will	 start	 by	 looking	 at	 the	 OECD	 framework,	 for	 this	 may	 be	 the	 most	 highly	 influential	 existing	 privacy	
framework	influencing	many	subsequent	approaches	in	government,	business	and	research.	Consequently	
we	will	 review	a	number	of	ethical	 frameworks	that	are	developed	more	specifically	 in	the	context	of	big	
data	 in	social	science.	Moving	from	frameworks	that	focus	on	openness	as	prime	ethical	concern	towards	
frameworks	with	more	focus	on	other	ethical	concerns.89	

In	4.2	we	will	offer	some	remarks	on	 issues	 that	appeared	to	us	 to	be	 insufficiently	emphasised	by	these	
organisations.	These	issues	can	not	be	resolved	through	the	mere	adoption	of	principles.	That	is	why	we	will	
move	on,	in	section	5,	to	developing	a	framework	based	upon	design.	

	

3.4.1 SOME	PRIME	EXAMPLES	OF	ETHICAL	FRAMEWORKS	

3.4.1.1  OECD	1980/2013	

The	first	framework	under	consideration	 is	“The	OECD	Privacy	Framework”	(OECD,	2013).	This	framework	
has	been	put	forward	to	be	applicable	 in	a	broad	set	of	circumstances,	both	within	business,	government	
and	research.	The	framework	contains	a	set	of	principles	that	had	originally	been	put	forward	in	1980	and	
have	 since	 been	 updated	 in	 2013.	 In	 this	 framework,	 the	 OECD	 proposes	 that	 data	 controllers	 should	
integrate	privacy	into	their	whole	business	under	so-called	privacy-management	programmes,	and	provide	
notifications	when	data	security	measures	have	been	breached.	Furthermore,	the	OECD		argues		that	data	
flow	across	national	boundaries	should	be	facilitated.	

The	basic	principles	for	the	ethical	use	of	data	that	the	OECD	provides	are:	

																																																													

89	We	recognise	that	our	list	here	is	far	from	exhaustive.	We	have	tried	to	provide	a	sample	that	is	representative	of	
what	is	currently	out	there.		
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• Collection	Limitation	
• Data	Quality	 	
• Purpose	Specification	
• Use	Limitation	
• Security	Safeguard	
• Openness	
• Individual	Participation	
• Accountability	

	

The	 OECD	 aims	 to	 focus	 on	 the	 practical	 implementation	 of	 privacy	 protection	 through	 an	 approach	
grounded	in	risk	management	(p.4).		

This	 OECD	 framework	 has	 been	 hugely	 influential	 for	 the	 development	 of	 principles	 across	 different	
domains	 and	 while	 not	 written	 within	 a	 research	 context,	 many	 research	 initiatives	 have	 taken	 these	
guidelines	as	a	basis.	And	we	should	note	that	all	of	the	principles	found	in	the	OECD	report	match	those	
found	in	the	European	GDPR.	

More	recently,	the	OECD	is	publishing	many	reports	on	the	prospects	of	big	data.	In	one	recent	publication,	
they	acknowledge	that	these	principles	will	not	be	enough	to	curtail	all	the	ethical	issues	with	regard	to	big	
data.	 They	 specifically	 recommend	 further	 development	 of	 privacy	 risk	 management,	 privacy	 enhancing	
technologies	and	determination	of	“substantive	boundaries”	(OECD,	2015	pp	207-236).	Still,	with	regard	to	
research,	their	main	focus	 is	on	the	establishment	of	 increased	data	sharing,	rather	than	 introducing	new	
boundaries	

	

3.4.1.2	IFDO	

Another	influential	organisation	in	the	world	of	big	data,	the	International	Federation	of	Data	Organizations	
For	Social	Science	(IFDO),	also	contains	a	strong	emphasis	on	increasing	the	flow	of	data.	In	fact,	it	appears	
the	IFDO	has	not	yet	proposed	a	set	of	guidelines	for	the	regulation	of	data	science.	Searching	their	website	
on	the	terms	 ‘privacy’	and	 ‘ethics’	yields	zero	results.	 Instead,	the	aim	of	data	archiving	 is	summarised	as	
follows:	“The	goal	is	make	it	as	easy	as	possible	for	secondary	analysts	to	work	with	data	they	obtain	from	
archives.”90	 Privacy	 is	mentioned	 in	 their	 2014	 report	 “Policies	 for	 Sharing	 Social	 Research	Data	 in	 Social	
Sciences	and	Humanities.”	But	here	it	is	only	mentioned	that	it	should	be	taken	into	consideration;	but	no	
actual	 guiding	 principles	 on	 how	 this	 should	 be	 done	 are	 developed.	 The	 report	 does	 refer	 to	 an	 OECD	
Global	Science	Forum	report	on	data	and	research	infrastructure	for	the	Social	Sciences	(OECD	2013b).	This	
report	 does	 identify	 privacy	 of	 individuals	 as	 one	 of	 the	 challenges	 with	 regard	 to	 Big	 Data	 research.	 It	

																																																													

90	See	http://ifdo.org/wordpress/data-archiving-distribution/	(accessed	July	2016).	
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recommends	collaboration	to	develop	an	internationally	recognized	code	of	conduct	for	research	and	use	
of	new	forms	of	personal	data.	

“Challenge:	 new	 forms	 of	 personal	 data,	 such	 as	 social	 networking	 data,	 can	 provide	 insights	 into	 the	
human	 condition.	 However,	 the	 use	 of	 those	 data	 as	 research	 resources	 may	 pose	 risks	 to	 individuals’	
privacy,	particularly	in	case	of	inadvertent	disclosure	of	the	identities	of	the	individuals	concerned.	There	is	
a	 need	 for	 greater	 transparency	 in	 the	 research	 use	 of	 new	 forms	 of	 data,	 maximising	 the	 gains	 in	
knowledge	derived	from	such	data	while	minimising	the	risks	to	individuals’	privacy,	seeking	to	retain	public	
confidence	in	scientific	research	which	makes	use	of	new	forms	of	data.	

	

Finding:	 many	 national	 privacy	 laws	 authorise	 the	 re-use	 of	 personal	 data	 for	 historical,	 statistical	 or	
scientific	purposes,	provided	appropriate	safeguards	are	put	in	place.	However,	there	is	no	internationally	
recognised	framework	code	of	conduct	which	deals	specifically	with	the	use	of	new	forms	of	personal	data	
for	research.	

Recommendation:	research	funding	agencies	and	data	protection	authorities	should	collaborate	to	develop	
an	 internationally	 recognised	 framework	 code	of	 conduct	 covering	 the	 use	 for	 research	 of	 new	 forms	of	
personal	 data,	 particularly	 those	 generated	 via	 network	 communication.	 This	 framework,	 built	 on	 best	
practice	procedures	for	consent	from	data	subjects,	data	sharing	and	re-use,	anonymisation	methods,	etc.,	
could	be	adapted	as	necessary	for	specific	national	circumstances.”	(OECD	2013b)	

3.4.1.3	CESSDA	

The	European	based	CESSDA	is,	in	many	respects,	a	project	with	similar	intentions	as	SoBigData.	Their	aim	is	
to	“provide	a	full	scale	sustainable	research	infrastructure	that	enables	the	research	community	to	conduct	
high-quality	 research	 which	 in	 turn	 leads	 to	 effective	 solutions	 to	 the	 major	 challenges	 facing	 society	
today.”91	

The	focus	of	CESSDA	is	geared	towards	openness	as	their	prime	concern.	To	which	they	hold	even	in	a	quite	
activist	manner.	 In	 2014	when	 the	 EU	parliament	was	 about	 to	 vote	 on	 the	 new	GDPR	 and	 there	was	 a	
discussion	about	the	level	at	which	data	could	be	used	and	transferred	for	research	purposes,	the	managing	
director	of	CESSDA	wrote	a	call	to	action	entitled	“EU	Parliament	vote	on	new	data	protection	legislation	–	
individual	privacy	rights	strengthened	–	research	possibilities	restricted”92	to	halt	the	impending	restriction	
in	the	use	of	(personal)	data	for	research	purposes.	

																																																													

91	See	http://cessda.net/eng/About-us/Philosophy	(accessed	july	31th	2016)	

92	 http://cessda.net/eng/CESSDA-Services/Media/News/EU-Parliament-vote-on-new-data-protection-legislation	
(accessed	july	31th	2016)	
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With	 regard	 to	data	ethics,	CESSDA	provides	a	point	of	 reference	 for	 the	SoBigData	project.	Their	ethical	
framework	 is	 partially	 developed	 partly	 in	 their	 Statutes93,	 especially	 in	 section	 7	 on	 Data	 Access	 and	
Dissemination	Policy.	The	first	principle	is	to	conform	to	the	OECD	principles	that	we	discussed	above.	Their	
prime	focus	is	on	openness	within	the	context	of	research	and	education	especially	when	it	involves	publicly	
funded	data.	A	concern	 for	other	ethical	principles	 is	also	expressed	here.	CESSDA	Service	Providers	shall	
protect	anonymity	 in	accordance	with	 law	and	ethical	 framework.	And	 they	shall	maintain	 fair,	open	and	
transparent	 procedures	 regarding	 access.	 They	 are	 currently	 working	 on	 data	 access	 and	 dissemination	
policy	which	should	provide	a		further	development	of	their	principles.94		

Given	these	preceding	resources	it	seems	that	the	privacy	issue	is	on	the	agenda,	but	not	as	a	priority.		Both	
CESSDA	and	 IFDO	have	yet	 to	develop	a	 framework.	This	 fits	 image	sketched	by	 the	OECD	that	also	 finds	
that	 an	 internationally	 recognised	 framework	 for	 the	 use	 of	 new	 forms	 of	 personal	 data	 for	 research	 is	
lacking.		

	

3.4.1.4	THE	NEW	DEAL	ON	DATA	

The	 New	 Deal	 on	 Data	 proposed	 by	 Greenwood	 et	 al	 (2014),	 represents	 an	 important	 initiative	 that	 is	
working	to	a	completely	new	framework	to	combine	both	the	sharing	of	data	and	a	high	level	of	protection	
for	 individuals	 rights.	 This	 effort	 by	 a	 research	 group	 in	 MIT	 in	 collaboration	 with	 the	 World	 Economic	
Forum,	represents	an	idea	of	a	future	state	of	society	where	insights	derived	from	Big	Data	enable	a	better	
world.	The	positive	outlook	is	similar,	if	maybe	a	bit	more	utopian95,	to	outlook	of	the	SoBigData	project.	It	
aims	to	describe	“workable	guarantees	that	the	data	needed	for	public	good	are	readily	available	while	at	
the	 same	 time	 protecting	 the	 citizenry.”	 The	 main	 tool	 proposed	 within	 this	 project	 is	 to	 ascribe	 clear	
property	rights	to	personal	data.	Putting	data	in	a	data	repository	is	compared	to	putting	money	in	a	bank.	
The	 data	 is	 entrusted	 to	 institutions	 (like	 companies	 or	 universities),	 but	 ownership	 remains	 with	 the	
person.	

More	 concrete	 systems	 are	 proposed	 to	 create	 a	 safe	 environment	 for	 personal	 data	 such	 as	 the	
introduction	of	a	trust	network,	as	is	commonly	used	in	interbank	relations,	which	now	also	in	development	
for	consumer	purposes.	Moreover,	they	advocate	the	development	of	end	user	assent	practices.	So	far,	this	

																																																													

93	Statutes	for	CESSDA,	version	1	date	18th	June	2013	available	at	http://cessda.net/eng/About-us/Mandate	(accessed	
july	31th	2016)	

94	http://cessda.net/eng/About-us/2015-Work-Plan	(accessed	july	31th	2016)	

95	 For	 an	 example	 consider	 the	 following	 statement:	 “Instead	of	 focusing	 only	 on	 access	 and	distribution,	we	need	
networked	 and	 self-regulating	 systems,	 driven	 by	 the	 needs	 and	 preferences	 of	 citizens	 –	 a	 ‘nervous	 system’	 that	
maintains	 the	 stability	 of	 government,	 energy,	 and	 public	 health	 systems	 around	 the	 globe.	 A	 control	 framework	
should	 be	 established	 which	 enables	 data	 to	 be	 captured	 about	 different	 situations,	 those	 observations	 to	 be	
combined	with	models	of	demand	and	dynamic	reaction,	and	the	resulting	predictions	to	be	used	to	tune	the	nervous	
system	to	match	those	needs	and	preferences.”	and	“By	analyzing	them	across	many	people,	we	are	discovering	that	
we	can	begin	to	explain	many	things	–	crashes	,	revolutions,	bubbles	–	that	previously	appeared	unpredictable”	
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seems	to	be	an	 idea	at	 the	conceptual	 stage,	 that	has	not	yet	been	translated	 to	practice.	The	necessary	
Institutional	controls,	ranging	from	government	regulation	to	cryptocurrency	style	 ‘digital	 institutions’	still	
need	to	be	developed.		

Overall,	these	ideas	are	grounded	in	a	framework	that	conceptualises	data	as	an	asset	that	belongs	to	the	
individual/consumer.	 While	 it	 does	 acknowledge	 that	 ownership	 as	 such	 is	 not	 enough	 to	 safeguard	 all	
interests,	the	manifest	ends	as	follows:	“It	is	clear	that	companies	must	play	the	major	role	in	implementing	
the	 New	 Deal,	 incentivized	 by	 business	 opportunities,	 guided	 by	 legislation,	 and	 pressured	 by	 demands	
from	 users.	 Only	 with	 such	 orchestration	 will	 it	 be	 possible	 to	 modernize	 the	 current	 system	 of	 data	
ownership	and	put	immense	quantities	and	capabilities	of	collected	personal	data	to	good	use.”		

We	think	that	this	grounding	of	personal	data	as	an	asset	class,	definitely	has	potential	to	help	initialise	a	
move	 towards	 a	 more	 ethical	 use	 of	 personal	 data.	 However	 it	 is	 hard	 to	 see	 how	 this	 could	 solve	 all	
remaining	 ethical	 questions,	 especially	 when	 we	 take	 into	 account	 some	 of	 the	 criticisms	 raised	 against	
ideas	that	are	based	on	an	ethics	based	in	ideas	of	fair	contract.	(see	4.2.1	below)			

	

3.4.1.5	UN	GLOBAL	PULSE	

A	last	initiative	that	deserves	our	attention,	is	the	United	Nations	Global	Pulse	project	that	seeks	to	harness	
big	data	for	development	and	humanitarian	action.	Their	approach	is	based	on	a	set	of	privacy	principles96	
and	the	establishment	of	a	data	privacy	advisory	group.	The	principles	resemble	many	of	the	other	sets	of	
principles	 and	 come	 close	 to	 those	 codified	 in	GDPR.	Among	 its	 20+	 projects,	 one	was	 especially	 geared	
towards	data	privacy	and	data	protection.	

	

3.4.2 OPEN	ISSUES	REGARDING	THE	PRINCIPLES	

As	the	preceding	review	of	ethical	frameworks	has	shown,	many	organisations	are	in	fact	thinking	about	the	
moral	 implications	 of	 data	 gathering	 and	 valuable	 sets	 of	 principles	 have	 been	 provided.	 There	 are,	
however,	 some	difficulties	 pertaining	 to	big	data	which	 in	our	 view	have	been	 insufficiently	 emphasised,	
which	the	following	sections	aim	to	explore.The	following	examples,	on	the	limits	of	informed	consent,	the	
shifting	definition	of	personal	data,	unclarities	with	use	limitation	and	the	mounting	questions	with	regards	
to	the	possibility	of	anonymization	show	that	having	a	well	balanced	set	of	principles	is	in	itself	not	enough	
to	solve	all	ethical	questions,	but	that	technical	solutions	are	also	required.		

	

																																																													

96	 They	 include	 1.	 Purpose	 of	 use	 (purpose	 limitation)	 2.	 Right	 to	 use	 (consent)	 3.	 Individual	 privacy	 (	 …	 )	 4.	 Data	
Security.	5.	Risk	and	harm	assessment	and	risk	mitigation	6.	Data	sensitivity	7.	Data	minimization	8.	Data	retention	9.	
Data	 quality	 and	 accountability.	 10.	 Collaboration.	 Available	 at	 http://www.unglobalpulse.org/privacy-and-data-
protection	
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3.4.2.1	INFORMED	CONSENT	(IC)	AND	CONSENT	IN	RELATION	TO	PUBLICLY	AVAILABLE	MATERIAL?	

Informed	 consent	 is	 one	of	 the	main	doctrines	 governing	 the	 legal	 and	ethical	 use	of	personal	 data.	 The	
basic	premise	is	simple:	An	individual	has	the	autonomy	to	choose	with	whom	and	under	which	conditions	
to	 share	 data.	 There	 are	 many	 problems	 with	 the	 ways	 informed	 consent	 is	 currently	 being	 used.	 As	
Zuiderwijk	(2015)	argues,	the	logic	of	informed	consent	is	at	the	basis	of	our	idea	of	contract	law.	However,	
new	 insights	 from	 behavioral	 economics	 have	 shown	 that	 the	 required	 conditions	 for	 rational	
decisionmaking	are	rarely	ever	present.		

Currently,	it	is	overwhelmingly	common	for	people	to	agree	to	data	collection	more	or	less	unwittingly.	The	
ubiquitous	‘terms	of	service’	that	appear	on	nearly	every	web	service	cannot	feasibly	be	examined	by	the	
average	individual.	Alexis	C.	Madrigal	found,	for	example,	that	it	would	take	76	working	days	to	sift	through	
all	the	terms	of	service	we	encounter	in	a	year	(The	Atlantic,	2012).	So	even	when	consent	is	formally	given	
(often	by	click	of	a	button)	we	should	question	if	it	is	a	meaningful	expression	of	an	autonomous	individual.	
Although	 the	consent	may	be	valid	 in	 legal	 terms	 (which	 in	 itself	 can	often	be	questioned),	 it	 can	still	be	
unethical	to	accept	it	as	such.			

There	is	another	problem	connected	to	informed	consent	publically	available	by	an	individual.		data	that	has	
already	 been	made	 publicly	 available	 by	 data	 subjects.	 Examples	 of	 this	 are	 tweets	 on	 Twitter	 or	 public	
postings	 on	 Facebook.	 This	 use	 is	 often	 legitimised	 by	 referring	 to	 the	US	 ‘Common	Rule’	 (45	 CFR	 46)97,	
which,	amongst	other	guidelines	for	social	research,	holds	that	using	public	data	does	not	require	expressly	
asking	the	research	subject	for	consent.		

Zwitter	(2014)	raises	the	point	that	informed	consent	is	absent	in	these	cases.	It	could	be	argued	that	the	
data	is	made	public	and	therefore	any	use	of	it	may	be	considered	acceptable.	However,	this	is	at	odds	with	
a	meaningful	conception	of	informed	consent.	Every	now	and	then	a	case	reaches	the	public	debate,	such	
as	recently	when	researchers	used	a	database	extracted	from	OKCupid	(a	dating	website),	and	made	that	
database	public	(Zimmer,	2016).		

In	a	 related	vein,	 Edwards	 (forthcoming)	argues	 (in	 the	 context	of	policing)	 that	 the	argument	 that	using	
openly	available	data	does	not	 carry	any	privacy	 concerns	 	 can	be	 criticized	 from	many	angles.	 (1)	Many	
characteristics,	 such	as	 friend-lists	and	 the	 resulting	 social	graphs	are	hard,	 if	not	 impossible	 to	 shield	on	
some	applications.	 (2)	Other	 people	may	have	put	 information	 about	 you	online.	 (3)	Many	people	make	
certain	elements	public	unwillingly.	

While	no	extensive	research	has	been	done	on	this	subject,	within	a	group	of	academics	we	have	consulted	
there	seems	the	question	 if	 the	use	of	 this	kind	of	data	 for	 research	purposes	 is	ethically	and	/	or	 legally	
acceptable	 is	 not	 raised	 or	 answered.	 There	 is	 no	 one	 size	 fits	 all	 answer,	 but	 in	 our	 opinion	 our	 ethical	
principles,	 and	 the	 spirit	 of	 the	 european	 laws,	 demand	 that	we	 should	 take	 free,	 specific	 and	 informed	
consent	as	a	starting	point	for	any	decision.		

	

																																																													

97	Can	be	found	on:	http://www.hhs.gov/ohrp/regulations-and-policy/regulations/45-cfr-46/index.html	
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3.4.2.2	PERSONAL	DATA		

The	referential	reading	of	‘personal	data’,	‘identity’	and	‘identifiability’	of	the	EU	data-protection	laws	leads	
to	an	unduly	narrow	construal	of	moral	 constraints	on	 the	use	of	personal	data.	As	a	 result,	attributively	
used	descriptions,	 i.e.	 those	descriptions	 that	 indirectly	 refer	 to	an	 individual,	 could	go	unprotected.	This	
seems	a	major	weakness	of	data-protection	regimes,	because	we	know	that	large	amounts	of	data	are	used	
attributively	in	marketing	and	homeland	security	investigations,	for	example,	and	are	the	stepping	stones	to	
find	out	about	people.	One	could,	for	example,	have	a	file	on	an	owner	of	a	blue	Ford,	and	add	a	long	list	of	
descriptions,	all	used	attributively,	but	one	piece	of	information	added	to	the	rich	and	anonymous	file	could	
suddenly	make	the	data	set	uniquely	referring.	

Another	crucial	aspect	of	big	data	is	that	it	is	not	only	important	what	data	someone	has,	but	also	what	they	
(can)	do	with	it.	Although	this	or	that	data	set	might	not	contain	personal	data	(i.e.	data	that	can	be	linked	
to	a	particular	individual),	additional	data	might	increase	the	specificity	to	the	point	where	this	becomes	the	
case.	Crawford	&	Metcalf	 (2016)	 relate	 to	a	 series	of	 studies	 that	 show	 the	possible	misuse	based	on	an	
instance	 where	 a	 data	 set	 of	 taxi	 rides	 was	 made	 public	 by	 a	 data	 controller.	 The	 data	 was	 used	 to	
determine	the	addresses	of	individual	taxi	drivers	with	great	accuracy,	to	infer	which	of	them	is	Muslim	and	
to	infer	which	of	them	often	visit	strip	clubs.	

This	 leads	 to	 an	 important	moral	 qualification	 regarding	 the	 definition	 of	 personal	 data,	 namely	 that	we	
need	to	shift	away	from	a	syntactic	and	semantic	characterization	of	personal	data	to	a	pragmatic	one.	The	
philosophical	semantics	of	‘personal	data’	should	be	recast	in	terms	of	‘identity	relevant	information’	(Van	
den	Hoven,	2008).	Many	pieces	of	information	–	although	not	obviously	related	to	or	about	a	person	–	can	
be	used	to	find	out	about	persons,	groups	of	persons,	to	increase	knowledge	about	them	in	the	long	run,	by	
adding	data	 to	 files	 that	eventually	 refer	 in	a	straightforward	sense	 to	a	particular	 individual.	 It	 is	exactly	
this	potential	for	direct	reference	that	bothers	people	for	understandable	reasons.	

It	may	well	 be	 the	 case	 that	 given	 the	 prominence	 and	 importance	 of	 identity	management	 technology,	
RFID	 technology,	 profiling	 and	 data	 mining,	 and	 genetic	 profiling,	 we	 need	 to	 have	 a	 new	 look	 at	 the	
dominant	referential	interpretation	of	personal	data.	Instead	of	defining	the	object	of	protection	in	terms	of	
referentially	used	descriptions,	we	need	to	define	the	object	of	protection	in	terms	of	the	broader	notion	of	
‘identity	relevant	information’	(van	den	Hoven	and	Manders,	2006).	

	

3.4.2.3	LIMITATIONS	TO	PURPOSE	AND	USE	

Purpose	 specification,	 use	 limitation	 and	 appealing	 to	 a	 compatible	 goal	 of	 data	 processing	 are	 still	
problems	that	are	hard	to	resolve.	There	is	always	room	for	discussion	about	the	level	of	abstraction	of	the	
formulation	of	the	purpose	or	goal	of	processing.	We	can,	for	example,	discuss	whether	a	certain	dataset	
should	be	classified	as	‘medical’	or	if	it	should	rather	be	‘clinical’,	or	should	it	specify	whether	it	is	‘clinical	
trials’	 or	 ‘pharmaceutical’?	 If	 someone	 indicated	 that	 he	 or	 she	 is	 OK	 with	 reuse	 of	 data	 for	 oncological	
research,	how	broadly	can	that	be	construed?	
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3.4.2.4	ANONYMIZATION	OF	DATA	IS	HARD	IF	NOT	IMPOSSIBLE.	CURRENT	PRACTICES	ARE	DEFICIENT	

It	is	difficult,	if	not	impossible,	to	anonymize	data	in	such	a	way	that	it	can	never	de-anonymised.	There	is	a	
scale	of	degrees	on	which	anonymity	and	use	are	inversely	correlated;	The	better	data	is	anonymized,	the	
less	useful	it	is.	It	has	been	pointed	out	that	most	forms	of	anonymization	currently	used	(e.g.	taking	away	
name	 and	birth	 dates)	 are	 easy	 to	 de-anonymize	 (argued	by	Wheaton	 (2015)	 and	Narayanan	 and	 Felten	
(2014),	amongst	others).	Hashing,	which	 refers	 to	using	algorithms	 in	order	 to	convert	a	 certain	 string	of	
characters	 into	 another	 form,	 has	 also	 been	 found	 to	 be	 flawed	 in	 certain	 respects	 (Felten,	 2012).	 With	
regards	to	the	legal	definition	of	personal	information	discussed	above	in	2.3.1.1	the	legal	question	is	who	
can	re-identify.	According	to	the	Advocate	General,	these	are		the	Data	Controller	and		the	“third	parties”	
which	the	data	controller	reasonably	could	refer	to.	Within	a	research	community	comprising	partly	of	data	
scientist	this	may	put	the	burden	quite	high.	

	 When	we	 assume	 anonymization	 to	 always	 be	 reversible,	 other	 operational	measures	 to	 protect	
privacy	become	more	important.	We	have	to	have	practices	that	ensure	that	re-identification	is	not	legally	
and	morally	possible.	According	to	Narayanan	(2014)	these	could	be	applying	technologies	like	differential	
privacy	or	using	 legal	agreements	to	 limit	the	flow	of	data.	Combining	different	sets	of	data	can	make	re-
identification	possible.	There	is	a	lack	of	practical	guidelines	for	making	decisions	of	balancing	data’s	utility	
and	associated	risks.	A	recent	example	is	a	study	assessing	the	relationship	of	the	risk	of	re-identification	of	
mobile	 phone	 data	 given	 different	 levels	 of	 granularity	 and	 its	 usefulness	 in	 the	 context	 of	 sustainable	
development	and	humanitarian	help.	(UN	Global	Pulse,	2015)	

	

3.4.2.5	HUMAN	TRAITS	IN	NUMBERS:	COGNITIVE	ISSUES		

One	important	problem	that	needs	to	be	acknowledged	is	the	fact	that	data	research	in	the	social	sciences	
exists,	 or	 can	 be	 seen	 to	 exist,	 in	 a	 nebulous	 theoretical	 area.	 	 Data	 research	 is	 often	 conducted	 by	
researchers	 who	 function	 outside	 of	 the	 sphere	 of	 the	 social	 sciences,	 such	 as	 engineers,	 computer	
scientists	and	business	analysts.	This	has	created	the	tendency	of	what	Paul	Slovic	called	being	“numbed	by	
numbers”	 (2007),	 i.e.,	 of	 forgetting	 that	 data	 is,	 ultimately,	 often	 related	 to	 human	 individuals.	 These	
researchers	 operate	 in	 a	 gray	 area	 in	 which	 all	 the	 dangers	 of	 science	 are	 present,	 without	 any	 of	 the	
responsibilities	(forms	of	consent,	a	clearly	defined	sphere	of	experimentation,	etc.).	Any	ethical	framework	
of	data	research	should	attempt	to	remedy	this	vagueness,	making	it	as	clear	as	possible	to	the	researchers	
that	they	are	in	fact	equally	responsible	as	any	other	social	science	researcher.		

3.4.2.6	UNINTENDED	DISCRIMINATION	

Additionally,	big	data	is	liable	to	be	used	to	discriminate,	consciously	or	unconsciously.	Google,	for	example,	
was	recently	accused	of	racism,	after	 it	was	revealed	that	using	the	search	phrase	‘three	black	teenagers’	
resulted	 in	 pictures	 of	 criminals,	 whereas	 searching	 for	 ‘three	 white	 teenagers’	 did	 not	 (The	 Guardian,	
2016).	Although	such	results	seems	to	be	the	expression	of	a	societal	bias,	rather	than	a	conscious	bias	on	
the	part	of	the	big	data	company,	they	nevertheless	make	clear	that	the	uncritical	use	of	big	data	can	have	
discriminatory	 consequences.	 Barocas,	 S.,	 &	 Selbst,	 A.	 D.	 (2016)	 argue	 that	 due	 to	 a	 number	 of	 reasons	
correcting	for	the	biases	reproduced	by	big	data	trained		algorithms	is	a	far	from	straightforward	task.		
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3.4.2.7	NON-MORAL	PROBLEMS	

There	are	a	number	of	well-known	non-moral	problems	with	Big	Data	Research	that	need	to	be	addressed	
and	that	researchers	need	to	be	aware	of	at	all	times,	since	they	can	potentially	become	moral	problems.	
These	are	epistemic,	methodological	problems	that	could	give	rise	to	moral	problems	when	erroneous	and	
false	 results	 are	 acted	 upon	 or	 otherwise	 used	 for	 policy,	 public	 choice	 and	 decision	 making	 affecting	
citizens.	These	include	e.g.:	over-fitting	(spurious	correlations,	meaningless	patterns,	lack	of	predictability),	
statistical	 significance	 and	 causal	 relationships	 (vs.	 correlation,	 patterns),	 biases	 (e.g.	 due	 to	 non-
representative	data),	lack	of	transparency	and	reproducibility	(e.g.	of	algorithms,	data	quality	and	accuracy),	
lack	of	reliability	of	Big	Data	analytics	results.	

3.4.3 CONCLUSION	

In	this	section	we	gave	an	overview	of	some	ethical	 frameworks	of	big	data	research	 initiatives	and	there	
are	of	course	many	more.98	All	 these	different	projects	that	hope	to	harvest	data	for	the	benefit	of	some	
common	or	societal	good	share	a	healthy	optimism	regarding	the	potentially	gigantic	positive	opportunities	
that	may	be	in	store	for	the	benefit	of	mankind.	In	some,	there	is	even	a	feeling	of	glory	reminiscent	of	the	
birth	of	humanism	with	the	prospect	of	peace	and	prosperity	for	all.	There	is	a	difference	in	the	amount	of	
attention	afforded	to	ethical	questions	and	risks.	

We	 have	 seen	 that	 on	 the	 level	 of	 ethical	 principles	 there	 seems	 to	 be	 little	 disagreement.	 The	 set	 of	
principles	codified	by	the	OECD	is	used	in	more	or	less	altered	ways	almost	everywhere.	Another	element	
that	has	found	resonance	across	the	board	is	the	acknowledgement	that	anonymization	always	needs	to	be	
combined	with	institutional	controls.	

So	how	are	these	values	translated	into	practice?	On	an	abstract	level,	The	New	Deal	on	Data	has	the	most	
overarching	approach.	A	combination	of	a	 trust	network,	clear	end	user	assent	practices	and	 institutional	
controls	 seems	 promising.	 But	 the	 concrete	 technical	 development	 seems	 to	 be	 lacking.	 While	 Open	
Personal	Data	Store	(OpenPDS)	is	real	it		has	only	been	implemented	on	a	very	small	scale.	

	 	

	

3.5 SOLVING	ETHICAL	QUESTIONS	BY	DESIGN	

In	 this	 last	 section	 we	 introduce	 the	 outlines	 of	 the	 elements	 needed	 to	 make	 the	 SoBigData	 research	
infrastructure	contribute	to	the	development	of	the	state	of	the	art	in	responsible	research	with	big	data	in	
the	social	sciences.	

		

																																																													

98	 For	 example	 R.V.	 Zicari	 and	 A.	 Zwitter	 Data	 for	 Humanity:	 An	 Open	 Letter	 http://www.bigdata.uni-

frankfurt.de/dataforhumanity/	
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3.5.1 RESPONSIBLE	RESEARCH	AND	INNOVATION	(RRI	

Owen,	Macnaghten	and	Stilgoe	(2012)	capture	three	main	features	that	form	the	core	of	the	ideal	of	RRI.	
(1)	Research	 that	 focuses	on	questions	 relevant	 for	 society,	 preferably	 including	direct	 input	 from	within	
society	to	set	research	agendas.	 (2)	To	act	responsibly	with	regards	to	possible	 impact	of	research	and	to	
reflect	 on	 ethical	 questions	 and	 to	 do	 so	 in	 an	 open	 inclusive	 manner	 (3)	 deepening	 the	 notion	 of	
responsibility	 that	 is	 carried	by	 researchers	 to	 include	care	and	 responsiveness.	 They	 state	 that	 the	main	
question	that	remains	open	is	how	these	honourable	intentions	can	be	structurally	embedded	in	research.	

	As	 we	 have	 shown	 above,	 with	 regards	 to	 ethics	 and	 big	 data	 science,	 many	 initiatives	 endorse	 sets	 of	
principles	 that	 to	 some	 extent	 embody	 the	 ideals	 of	 RRI.	 But	 are	 these	 principles	 materialised	 and	
implemented	in	a	meaningful	sense?	

There	 are	 multiple	 channels	 through	 which	 such	 ideals	 can	 be	 realized.	 In	 recent	 times	 a	 focus	 on	 the	
incentives	 of	 actors,	 often	 in	 financial	 terms,	 is	 most	 prevalent.	 We	 pay	 for	 good	 behaviour	 or	 fine	 bad	
behaviour.	 But	 the	 channel	 could	 also	 be	 virtue,	 based	on	 the	 assumption	 that	 ethical	 behaviour	 can	be	
taught	and	spread	 through	a	community.	Both	approaches	are	 fraught	with	problems.	The	 first	 runs	 into	
problems	 of	 ‘crowding	 out’	 that	 has	 recently	 been	 studied	 in	 behavioural	 economics.	 Connecting	 or	
associating	 ‘good’	 or	 virtuous’	 behaviour	 to	 external	 and	 financial	 rewards,	 destroys	 intrinsic	motivation,	
and	 extinguishes	 it.	 We	 only	 have	 to	 look	 at	 ethical	 problems	 in	 the	 business	 world,	 to	 know	 what	 the	
problems	are	with	teaching	ethics.		

We	 introduce	 a	 third	 way	 to	 morally	 desirable	 outcomes:	 Design.	 Value	 Sensitive	 Design	 is	 a	 third	 way	
through	which	ethical	behaviour	can	be	 implemented.	The	advantage	of	 this	approach	 is	–	as	we	will	 see	
below	–	is	that	ethically	desirable	properties	and	features	can	be	hard-coded	into	a	structure,	at	all	levels	of	
an	artefact,	be	it	code,	or	large	research	infrastructures.	The	disadvantage	is	that	it	requires	a	lot	of	work	to	
implement.	VSD	could	be	a	way	out	of	the	shortcomings	that	we	point	at,	on	the	level	of	principles	that	lack	
translation	into	functional	requirements	and	practice.	

	 	

3.5.2 VALUE	SENSITIVE	DESIGN	(VSD)	

Central	to	the	conception	of	responsibility	and	ethics	in	Responsible	Data	Science	is	the	idea	that	is	referred	
to	 in	 recent	 literature	 as	 Value	 Sensitive	 Design	 (VSD),	 Design	 for	 Values,	 or	 Values	 by	 Design	 (van	 den	
Hoven	 2013b).	 VSD	 is	 a	 set	 of	 principles	 and	 methodologies	 for	 design.	 Applying	 these	 principles	 and	
methodologies	the	desired	values	will	be	implemented	in	actual	designs.		

The	 presupposition	 of	 this	 approach	 is	 that	 all	 designs	 embody	 ethical	 choice.	 In	 the	 field	 of	 computer	
science	 and	 information	 technology	 this	 means	 that	 SoBigData	 embraces	 the	 growing	 awareness	 that	
applied	 science	 and	 technology	 are	 never	 value-neutral,	 but	 that	 algorithms,	 software,	 ontologies,	
architectures,	 role	 based	 access	 matrices,	 interfaces,	 backbones,	 standards,	 models	 and	 simulations	
represent	the	choices	of	their	makers	and	come	with	their	inscribed	values	and	worldviews,	some	of	them	
explicit	and	known	and	others	hidden	or	implicit	and	tacit.		
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The	first	principle	 is	 therefore	that	design	should	 include	value	choices	(a)	consciously,	 (b)	explicit	and	(c)	
from	the	start.	Thus	SoBigData	subscribes	to	the	idea	that	choices	regarding	the	research	infrastructure	–	as	
a	 socio-technical	 system	 –-	 at	 many	 points	 and	 points	 in	 time	 are	 in	 fact,	 and	 ought	 to	 be,	 guided	 by	
requirements	 that	 have	 their	 origin	 in	 moral	 values,	 and	 ethical	 and	 legal	 considerations.	 	 And	 ethical	
analysis	and	moral	deliberation	should	not	be	construed	as	abstract	and	relatively	 isolated	considerations	
situated	at	 a	 great	distance	 from	science	and	 technology,	but	 that	 instead	 they	 should	be	utilized	at	 the	
early	stages	of	the	research	and	development.		

In	 order	 to	 be	 able	 to	 integrate	 abstract	 values	 need	 to	 be	 translated	 into	 non-functional	 or	 supra-
functional	requirements	on	a	par	with	other	functional	requirements	that	are	used	in	design.	Depending	on	
the	situation	this	may	require	multiple	steps.	For	example	the:	The	higher	level	value	of	autonomy	may	be	
decomposed	into	the	principle	of	informed	consent.	Informed	consent	has	to	be	further	specified	in	specific	
design	 requirements	 such	 as	 the	 requirements	 to	 give	 information	 in	 a	 language	 that	 is	 easily	
understandable,	the	requirement	to	give	information	that	is	concise	and	to	the	point	and	the	requirement	
to	provide	a	true	opt	out	option.	These	steps		

There	should	be	an	explicit	and	fully	functional	decomposition	of	the	higher	level	values	into	specific	design	
requirements.	Otherwise,	value	based	requirements	will	be	pushed	out	by	default	settings.	

SoBigData	 aims	 at	 providing	 the	 tools	 and	 science	 that	 will	 help	 people	 to	 explicitly	 make	 these	 value	
choices	wherever	they	occur,	so	that	decisions	regarding	their	use	of	data	and	data	science	can	be	justified	
and	the	relevant	values	involved	can	be	perspicuously	represented	to	users,	and	possible	alternatives	and	
their	consequences	spelled	out,	and	solutions	criticized	at	all	times.	

In	high	 tech	contexts,	 these	values	–	at	 this	 level	of	abstraction	 -	are	almost	gratuitous	and	meaningless.	
This	 situation	 is	 not	 unlike	 parents	 who	 tell	 their	 children	 to	 be	 careful.	 Carefulness	 will	 take	 on	 quite	
different	forms	depending	on	the	context	and	the	type	of	activity	one	undertakes.	Being	careful	in	crossing	
the	street	 is	quite	different	 in	many	ways	 from	being	careful	 in	pouring	 the	 lemonade,	or	connecting	 the	
dots	 or	 doing	 your	 math	 homework.	 Merely	 saying	 ‘we	 should	 be	 careful’	 is	 therefore	 not	 helpful.	 In	 a	
similar	way	it	is	not	very	helpful	to	invoke	‘privacy’,	‘liberty’	and	‘accountability’.	

In	terms	of	the	approach	of	Value	Sensitive	Design,	chosen	within	the	SoBigData	project	we	have	seen	(in	
section	4)	 	 that	 there	 is	quite	a	 large	agreement	on	the	values	and	the	norms.	Where	 it	comes	to	design	
requirements	and	especially	implementation	of	these	requirements	there	is	much	less	clarity.	So	it	is	in	this	
domain	that	most	further	work	needs	to	be	done.	

The	high	level	values	need	to	be	functionally	decomposed	into	fairly	specific	requirements	that	can	be	used	
in	 design,	 and	 can	 also	 be	 used	 to	 audit	 against.	 This	 level	 of	 detail	 in	 moral	 reasons	 as	 specific	
requirements	 also	 allows	 for	 innovative	 resolution	 of	 conflicting	 values	 and	 dealing	 with	 the	 problem	 of	
moral	overload.	
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Autonomy	implies	Individual	consent,	non	domination.	Which	implies	information.	

Responsibility	implies	transparency	

Privacy	implies	data	minimization	–	purpose	limitation,	control.	

Security	implies,	logging,	role	based	access,	encryption,	anonymization	

	

3.5.3 AN	EXAMPLE	OF	VSD	RELEVANT	FOR	SOBIGDATA	

There	is	a	growing	set	of	value	sensitive	designs	developed	for	big	data	research	out	there,	some	of	them	in	
a	conceptual	stage,	others	more	developed.	Here,	we	will	concisely	explore	one	example,	on	mobility	data	
publishing,	in	order	to	clarify	what	VSD	can	mean	in	practice.		

The	 case,	 described	 in	 Monreale	 et	 al.	 (2014),	 deals	 with	 using	 a	 data	 set	 of	 GPS	 data	 of	 thousands	 of	
people	in	a	city	for	doing	research	on	the	traffic	patterns.	The	combination	of	precise	spatial	and	temporal	
data	 is	 by	 nature	 not	 direct	 identity	 information,	 but	 constitutes	 relatively	 easy	 means	 of	 identifiability.	
Since	 it	 is	 physically	 impossible	 for	 more	 than	 one	 person	 to	 be	 at	 the	 same	 point	 in	 time	 and	 space,	
deleting	 identity	 information	 from	 a	 dataset	 containing	 gps	 data	 does	 not	 guarantee	 privacy	 to	 a	
satisfactory	level.	To	solve	this	privacy	issue,	a	method	is	proposed	to	reduce	the	amount	of	data	points	by	
them	together,	creating	Voronoi	tessellation	amongst	other	things.	In	this	way	a	data	set	is	made	that	has	a	
much	higher	degree	of	privacy	protection	while	still	enabling	the	desired	properties	for	doing	the	research.	

	

3.5.4 CREATING	A	VALUE-SENSITIVE	INTEGRATED	ECOSYSTEM	

Development	 of	 the	 current	 state	 of	 the	 art	 in	 VSD	 is	 now	 mostly	 happening	 at	 the	 level	 of	 individual	
projects	 like	 the	 case	 described	 in	 the	 last	 section	 on	 mobility	 data	 publishing.	 These	 projects	 focus	 on	
finding	 optimal	 technical	 solutions	 for	 systems	 to	 combine	 ethical	 and	 other	 requirements.	 The	 goal	 in	
SoBigData	is	to	create	similar	solutions	with	regards	to	institutional	design	and	create	an	infrastructure	that	
operates	 at	 the	 forefront	 of	 value	 sensitive	 research	 in	 a	 sustained	 way.	 It	 aims	 at	 fostering	 individual	
projects	 that	develop	 the	 state	of	 the	art.	And	 it	 aims	at	 securing	 a	 value	 sensitive	 approach	 in	all	 data-
sharing	projects.	This	includes	all	projects	for	which	value	sensitivity	is	not	the	raison-d-etre.		

What	 is	needed	to	make	SoBigData	 into	a	research	infrastructure	where	these	value	sensitive	approaches	
are	 structurally	 used?	 (1)	 Part	 of	 the	 solution	 should	 be	 through	 creating	workflows	 that	 include	privacy	
impact	assessments	at	the	earliest	possible	stage.	(2)	creating	a	knowledge	base	of	best	practices	and	(3)	by	
designing	an	overarching	responsibility	architecture,	ensuring	that	the	use	of	these	best	practices	become	
standard	practice.	
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3.5.4.1	WORK	FLOWS	

Work	 flows	will	have	 to	be	designed	 that	make	 sure	 that	actors	within	SoBigData	will	be	made	aware	of	
ethical	choices	at	the	time	that	this	is	relevant.	The	goal	should	be	to	get	focussed	and	concrete	signals	to	
the	actor	at	a	relevant	moment,	rather	than	broad	and	abstract	information	at	an	irrelevant	moment,	such	
as,	 for	 example,	 a	 final	 user	 that	 wants	 to	 use	 a	 dataset	 containing	 location	 information	 should	 be	
prompted	with	information	about	ethical	decision	making	concerning	location	information	around	the	time	
she	 is	making	 the	 request	 for	 the	data.	This	has	a	greater	potential	of	positively	 influencing	her	behavior	
then	showing	a	large	document	on	general	questions	of	ethical	data	science	when	first	creating	a	SoBigData	
account.	

But	 making	 the	 actor	 aware	 of	 an	 ethical	 issue	 will	 not	 be	 enough.	 It	 is	 necessary	 to	 provide	 concrete	
options	that	help	in	making	the	just	decision.	To	continue	with	the	example	of	location	data	we	can	imagine	
the	researcher	also	being	prompted	with	literature	on	research	design	to	avoid	the	ethical	problems	in	this	
case	the	that	could	be	Monreale	et	al.	(2014).	Yet	knowledge	about	the	state	of	the	art	does	not	equate	to	
the	ability	 to	apply	 the	state	of	 the	art	 in	practice.	 Information	ought	 there	 to	be	available	 that	makes	 it	
relatively	easy	for	the	relevant	actor	to	apply	the	state	of	the	art	in	their	situation.	Or	systems	should	be	put	
in	place	so	that	the	actor	can	get	help	from	another	actor	who	is	able	to	implement	the	state	of	the	art.	

Other	 options	 are	 available.	 One	 option	 is	 to	 create	 a	 system	 where	 the	 anonymisation	 happens	 at	 an	
earlier	 stage	 in	 the	 process,	 i.e.	 not	 at	 the	 level	 of	 the	 final	 user,	 but	 at	 the	 level	 of	 the	 data	 provider.	
Another	option	is	to	have	a	system	where	the	data	stays	with	the	data	provider	and	the	final	user	makes	a	
request	 for	 a	 certain	 computation	 to	be	done,	whereupon	 they	only	 get	 to	 see	 the	 results	which	do	not	
contain	privacy-sensitive	information.	

3.5.4.2	KNOWLEDGE	BASE	OF	BEST	PRACTICES	

Making	the	transition	from	a	theory	towards	a	practice	of	ethical	use	of	big	data	will	require	development	
of	knowledge	by	doing.	This	development	can	be	spurred	by	learning	not	only	from	individual	experience,	
but	by	opening	up	to	a	network	of	responsible	data	practitioners	both	within	and	beyond	those	working	on	
SoBigData.		

Within	 the	 SoBigData	 research	 infrastructure,	 it	 is	 thus	 necessary	 to	 have	 an	 information	 system	 that	
facilitates	 finding	 those	 who	 have	 the	 most	 proficiency	 in	 certain	 aspects	 of	 working	 responsibly	 with	
certain	types	of	data.	And	there	should	be	procedures		in	place	that	others	can	make	use	of	this	know	how.			

Beyond	 the	 SoBigData	 infrastructure,	 best	 practices	 should	 be	 gathered	 from	 research	 groups	 that	 also	
work	on	ethical	use	of	big	data.	For	example;	Extensive	experience	is	gained	on	work	with	call	detail	records	
(CDR’s)	in	the	Design	for	Development	context	(Letouzé	et	al	2015).	In	order	to	remain	at	the	cutting	edge	
research	groups	 that	are	at	 the	 top	 for	different	questions	of	value	sensitive	big	data	 research	should	be	
found.	 The	 developments	 in	 these	 teams	 should	 be	 followed	 and	 preferably	 personal	 connections	 for	
sharing	of	best	practices	should	be	set	up.	

A	possible	institutional	set	up	for	putting	this	into	practice	could	be	through	the	setting	up	of	a	‘data	ethics	
advisory	group’	comparable	to	the	current	practice	in	UN	Global	Pulse	(see	4.1.5	above).		
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Other	best	practices	that	are	already	around	and	may	be	included	are:	

Codes	of	conduct	for	data	researchers.99		 	

Principles	for	the	anonymization	of	data	

Rules	for	access	control	

OpenPDS	(New	Deal	on	Data)	

	

	

3.5.4.3	OVERARCHING	RESPONSIBILITY	ARCHITECTURE	

It	 is	 important	 to	 note	 that	 although	 responsibility	 from	a	 legal	 point	 of	 view	 and	 responsibility	 from	an	
ethical	point	of	view	are	connected	but	they	are	not	the	same.	For	example.	From	the	legal	point	of	view,	it	
may	be	concluded	that	the	Research	 Infrastructure	 is	never	a	data	controller	and	 is	therefore	 in	the	 legal	
sense	 never	 responsible	 with	 regard	 to	 data	 protection	 issues.	 However	 from	 the	 ethical	 point	 of	 view,	
given	 that	 it	 is	 the	stated	goal	of	SoBigData	 to	develop	and	environment	 for	 responsible	data	sharing	 for	
social	 science	 research,	 there	 is	 clearly	 a	 responsibility	 to	 build	 an	 environment	 that	 is	 conducive	 to	
responsible	use.		

Thus	 the	 ethical	 qualifier	 ‘responsible’	 in	 the	 expression	 Responsible	 Data	 Science	 refers	 to	 a	 set	 of	
properties	of	the	outcomes	of	the	SoBigData	project	that	allow	and	support	those	who	apply	or	use	them,	
to	satisfy	the	conditions	of	responsibility	in	doing	so.		

The	conditions	of	responsibility	concern	(i)	knowledge	of	the	nature	of	one’s	own	agency	and	actions	and	
alternatives	and	options	open,	and	 (ii)	 consequences	of	options	 in	 terms	of	moral	 values	 (such	as	 safety,	
security,	privacy,	accountability,	equity,	health,	well-being,	etc),	(iii)	intentions,	free	choice,	control	and	the	
relevant	epistemic	capacities.	

There	are	three	aspects	that	need	to	be	taken	into	account	when	discussing	moral	responsibility	regarding	
research	infrastructures:	1)	responsibilities	of	those	who	use	them	is	determined	by	those	who	design	the	
infrastructure.	2)	the	infrastructure	need	to	be	designed	in	accordance	with	moral	values,	3)	in	order	to	do	
so	these	values	need	to	be	articulated	and	formulated	at	a	level	of	abstraction	that	makes	them	amenable	
to	being	used	as	design	requirements.	

Responsibility	 is	 a	 value	 sensitive	 design	 issue	 as	 well.	 In	 multi-actor	 environments	 and	 socio-technical	
systems,	 which	 comprise	 humans,	 software,	 collective	 agents,	 hardware,	 protocols,	 contracts,	 incentive	
structures,	 governance	 regimes,	 extant	 law	 that	 exists	 over	 a	 course	 of	 time	 and	 facilitate	 and	 support	

																																																													

99	http://www.datascienceassn.org/code-of-conduct.html	
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humans	in	task	performance	we	cannot	expect	that	in	case	the	responsibility	issues	arise	we	will	be	able	to	
assign	responsibility	in	uncontroversial	ways,	if	we	can	decide	on	it	at	all.		

In	 these	 contexts,	 responsibility	 will	 also	 have	 to	 be	 designed	 in,	 at	 least	 the	 conditions	 of	 successfully	
holding	people	responsible	will	have	to	be	designed	 in.	 If	we	want	 to	hold	certain	people	responsible	we	
will	have	to	design	their	work	environment	in	such	a	way	that	they	effectively	do	take	responsibility.	If	we	
have	 prevented	 them	 by	 design	 to	 have	 access	 to	 certain	 information	 they	 will	 not	 be	 able	 to	 take	
responsibility.	Nor	will	 it	be	fair	 in	this	case	to	hold	them	responsible.	We	will	 therefore	aim	to	design	an	
infrastructure,	that	is	complete	in	its	responsibility	allocation	and	fair.		

In	order	to	start	building	a	responsibility	infrastructure	we	need	to	distinguish	between	different	roles	and	
responsibilities.	As	a	starting	point	we	can	take	the	structure	developed	in	the	legal	section		2.4.1:		

Roles	defined	in	the	law:	Controllers,	processors,	data	subject,	data	protection	officer	

Roles	 in	 the	 RI:	 Final	 users	 (researchers),	 data	 subjects,	 data	 set	 provider,	 original	 data	 owner,	 software	
provider,	 software	 owner	 and	 a	 number	 of	 directly	 and	 indirectly	 affected	 parties.Additionally	 some	
responsibilities	could	be	allocated	to	a	‘data	ethics	advisory	group’.		

The	 main	 responsibility	 at	 these	 initial	 stages	 of	 the	 project	 fall	 upon	 us,	 the	 designers	 of	 the	 research	
infrastructure.	The	decisions	that	we	make	now	determine	the	possibilities	of	action	for	actors	within	the	
infrastructure.	And	our	design	decisions	determine	the	ease	with	which	those	actors	can	have	access	to	the	
information	needed	to	make	a	well	 informed	decision.	That	 is	why	we	should	design	the	 infrastructure	 in	
such	a	way	that	all	actors	have	access	to	the	current	best	practices	

3.5.4.4	CONCLUSION;	ONGOING	DEVELOPMENT 	

The	 characteristics	 of	 the	 research	 Infrastructure	 outlined	 above	 are	 institutional	 design	 requirements.	
These	 requirements	 are	 developed	 from	 the	 point	 of	 view	 of	 ethics	 grounded	 in	 fundamental	 values	
(developed	in	section	3)	in	with	the	aim	to	give	concreteness	to	the	aims	of	RRI.	In	order	to	transform	these	
institutional	requirements	into	the	SoBigData	RI	they	should	be	shared	with	everyone	involved	in	the	design	
process,	including	the	legal	team	and	the	technical	team.				

Moreover,	the	development	will	be	ongoing	even	when	the	primary	design	process	of	the	SoBigData	project	
is	finished.	The	state	of	the	art	of	value	sensitive	data	science	is	constantly	shifting,	which	means	the	project	
should	have	a	flexible	structure	that	is	able	to	allow	for	future	change.		
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